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These are preliminary notes. They include typos and
mistakes.






Part 1

Issues and Evidence






CHAPTER 1

General Issues

The first lecture is a broad overview of the main issues and the evidence. The rest of the
course will be about formal models. However, it is useful to begin with a relatively broad
discussion, without formalizing every claim. Some of the statements here will be formalized
in the models discussed later, and for those that are not formalized, you will have the tools

to formalize them depending on your own interests.

1.1. What Are Institutions?

1.1.1. Different views of institutions. One of the first things you learn in economics
as an undergraduate is that the way that societies are organized, or briefly their “institutions”,
are an important determinant of their economic performance—though perhaps without being
clear what “institutions” are. For instance, you learn that competitive markets, in conjunc-
ture with well-defined and enforced property rights, allocate resources efficiently. An economy
with such a set of institutions is then contrasted to other ways of organizing the economy.
For example, the most common argument is that the Soviet Union did less well economically
because it tried to allocate resources via central planning (though see Allen, 2003). This
debate about the pros and cons of socialist versus capitalist institutions dates back at least
to the 1920s.

One argument (now obviously discredited) was that socialism would not face incentive
problems because people’s preferences would change when society was changed (just another
example that one has to be careful about claims regarding “manipulation of preferences”).
In response, von Mises raised the ‘calculation problem.” He argued that it would be simply
impossible for a socialist central planner to compute efficiently the allocation of resources.

In the 1930s Lange (1936, 1937) famously argued that since the central planner knew
the Walrasian system of supply and demand equations, he would be able to mimic the mar-
ket and solve the equations for the allocation of resources. The famous response to Lange
came from Hayek (1945), who argued that the price system was able to communicate and
aggregate information much more efficiently than an individual or a computer could do. Of

5
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course, in hindsight, the incentive problems of socialism seem even more first-order than those
calculation problems.

Another example of a traditional discussion of the importance of institutions comes
from economic history. Modern capitalistic economies are often contrasted with the feudal
economies of the middle ages where labor and land were not allocated via the market. Many
economic histories indeed emphasize how economic development is linked to the emergence
of markets, trade, exchange etc. (see Hicks, 1969, or Wrightson, 2000). This is therefore an
example of the evolution of a specific set of institutions playing an important role in economic
development.

A final obvious example of institutions is the tragedy of the commons and problems with
common ownership of property, which feature prominently in both discussions of pre-capitalist
land systems and in todays environmental debates. These problems refer to excessive use of a
common resource, such as land or a stock of game or an environmental resource. The tragedy
of commons is often viewed as a failure of “institutions”. A set of institutions establishing
clear property rights would (or might) avoid the tragedy of the commons.

There is a counter-tradition in economics emanating from Coase (1960). The so-called
“Coase Theorem” claims that in a world without ‘transactions costs’ rational individuals can
always negotiate to an allocation of resources that is efficient. To be exact, this theorem
actually requires an initial allocation of property rights that are secure, so it does presume
some type of institutional background (though it argues that the specifics of who has property
rights is not that important). Moreover, the Coase Theorem is in fact not exactly a theorem.
It holds only under a very restrictive set of assumptions, even though most of the discussion
in applied work that appeals to it makes it sound as if it holds under a very general set of
assumptions. In the political economy context, we will highlight one specific reason why Coase
Theorem type reasoning will not hold, which is related to holdup/commitment type problems
(Farrell, 1987, discusses how informational asymmetries may lead the Coase Theorem to
fail). However, even without introducing such problems or asymmetric information or other
“imperfections,” the Coase Theorem may not hold. A very interesting paper by Jackson
and Wilkie (2005) considers a static game in which individuals can make action-dependent
offers to each other and show that generally the Coase Theorem type outcomes will not arise,
because individuals will not make their offers simply to achieve efficiency, but also to extract
resources from each other.

For our purposes, the Coase Theorem is a useful benchmark, because it leads to a specific

view of institutions, which we will refer to as efficient institutions view below, where even
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if institutions matter, they themselves are the outcome of some type of negotiation among
individuals and social groups, so that dysfunctional and highly inefficient institutions can be
avoided.

Leaving these issues aside for a second, it is also useful to note that the institutional
structure, while important in economic models, is often left implicit and almost always taken
as exogenous. For example, in the Arrow-Debreu model people have endowments and there
are competitive markets in which they can buy and sell. It is clear who has what and nobody
gets to try to take someone else’s endowment and nobody refuses to honor a contract.

However, even when they explicitly enter into the analysis (for example, the vast literature
on missing or imperfect markets), most often these institutions are treated as exogenous, and
there is little effort to understand why these institutions vary across countries. Usually market
imperfection of markets are tied to some fundamental “technological” problem, such as an
informational asymmetry, rather than institutional differences across societies.

Perhaps more surprisingly, much of political economy also treats institutions as exogenous.
There are many theoretical and empirical works on the effect of different electoral systems or
governance structures on economic performance, but they typically start from an exogenously-
given set of institutional rules, such as a given set of electoral rules, a dictatorship, a particular
form of democracy etc..

This course is explicitly about understanding both the effects of institutions on economic

outcomes and the emergence and persistence of institutions in equilibrium.

1.1.2. What are institutions? There is no correct answer to this question, and the
appropriate answer most probably depends primarily on the use that we want to put the
notion of institutions to. Douglass North, for example, emphasizes the role of institutions
as “to reduce uncertainty by establishing a stable (but not necessarily efficient) structure to
human interaction.” This is useful but somewhat too loose a definition.

An alternative, but related, definition is that institutions refer to “the rules of the game”
or more specifically to the extensive form of the exact game that the agents are playing (e.g.,
as suggested by David Kreps). This definition is also useful, but may be too encompassing.
At least in the context of the models we look at in this course, what the institutions are will
be clear. Social scientists are still struggling for the most useful general definition.

Probably the first question we should address is whether, and how well, institutions adapt
to the economic requirements of the society. For example, the classical Marxist approach

views the “superstructure,” which roughly corresponds to the notion of institutions here,
7



PoriticaL EcoNOMY LECTURE NOTES

as simply determined by the underlying economic forces and not having large independent
effects.

More pertinent to the discussion here, following Acemoglu (2003a) and Acemoglu, John-
son and Robinson (2005), we may want to distinguish between several different views of
institutions. In coming up with this list we abstract from other interesting approaches which
are beyond the scope of this course, for instance the evolutionary models of Nelson and Winter

(1982) and Young (1998).

(1) Efficient institutions view: As already hinted above, according to this view, institu-
tions may matter for economic outcomes, but societies will choose the institutions
that maximize their total surplus. How this surplus will be distributed among dif-
ferent groups or agents does not affect the choice of institutions. An example of
this view would be Demsetz’s theory of property rights, which is also very similar to
the theory of property rights that is advanced in North and Thomas. According to
Demsetz (1967), enforcing property rights has some costs, but also is beneficial eco-
nomically. When the benefits exceed the costs, property rights will be enforced. As
an example, he offers variations in property rights in land among American Indians.
In many Indian societies, there were no property rights in land because land was
abundant, and the inefficiencies from overhunting were relatively small. However,
property rights developed following the commercialization of the fur trade, because
with the possibility of selling fur, the overhunting problem (‘tragedy of the com-
mons’) became more serious, so the benefits from establishing property in over land
increased. This caused the emergence of property rights in land among the tribes
engaged in fur trading. The underlying reasoning of this view again comes from the
Coase Theorem. Therefore, even in a world where institutions matter, when different
economic parties can negotiate costlessly, they will be able to bargain to internalize
potential externalities. The farmer, who suffers from the pollution created by the
nearby factory, can pay the factory owner to reduce pollution.

The same reasoning can be applied to political situations. If the current laws
or institutions benefit a certain group while creating a disproportionate cost for
another, these two groups can negotiate to change the institutions. By doing so
they will increase the size of the total surplus (“the pie” that they have to divide be-
tween themselves), and they can then bargain over the distribution of this additional

surplus.
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The efficient institutions view suggests that institutions differ because countries
have different underlying characteristics which make different economic institutions
efficient. For example, property rights may be insecure in Mali but this is because,
since a large part of Mali is the Sahara desert, even secure property rights would
generate few economic benefits relative to the cost of creating them. This view,
taken to its logical extreme (e.g., Djankov et al, 2003) may even suggest that Soviet
socialism was an efficient way of organizing the economy given the circumstances
that faced Stalin. Returning to Demsetz, this view would also imply that even
though during the Apartheid era in South Africa Africans were not allowed by law
to own property in white areas and that all land had to be held communally in the
African homelands/Bantustans (13% of the country), this was efficient.

For our purposes, the most important implication of the efficient institutions
view is that we should not look at differences in institutions as a key determinant of
economic development or economic performance, since societies will have adopted
the “right” set of institutions for their circumstances. Therefore, the evidence dis-
cussed in the next lecture that institutional differences have a significant causal effect
on economic outcomes will go against the efficient institutions view.

The Social conflict view: An alternative is that institutions emerge as a result of
economic agents’ choices, but are not necessarily efficient. But why isn’t a set of
institutions that maximize output chosen?

Because according to this view, institutions are not always chosen by the whole
society (and not for the benefit of the whole society), but by the groups that con-
trol political power at the time (perhaps as a result of conflict with other groups
demanding more rights). These groups will choose the institutions that maximize
their own rents, and the institutions that result may not coincide with those that
maximize total surplus. North (1981, Chapter 3), in the same vein, argues that in
all societies there is a: “persistent tension between the ownership structure which
maximizes the rents to the ruler (and his group) and an efficient system that reduces
transaction costs and encourages economic growth”.

For example, institutions that enforce property rights by restricting state pre-
dation will not be in the interest of a ruler who wants to appropriate assets in the
future. By establishing property rights, this ruler would be reducing his own future
rents, so may well prefer institutions that do not enforce property rights, and there-

fore do not constrain him from appropriating assets in the future to those that do.
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Therefore, equilibrium institutions will not be those that maximize the size of the
overall pie, but the slice of the pie taken by the powerful groups.

Why doesn’t a Coase theorem type reasoning apply? This is what we will discuss
in detail in many different parts of this course. But for now, it is useful to note
that one possible and obvious reason for why the Coase theorem may not apply in
politics is commitment problems. If a ruler has political power concentrated in his
hands, he cannot commit not to expropriate assets or revenues in the future. The
enforcement of property rights, which would encourage investment by the agents,
requires that he credibly relinquishes political power to some extent. But according
to the Coasian bargain, he has to be compensated for what he could have received
using this power. Herein lies the problem. When he relinquishes his power, then
he has no guarantees that he will receive the promised payments in the future.
Therefore, by their very nature, institutions that regulate political and social power
create commitment problems, and prevent Coasian bargains that are necessary to
reach efficient outcomes.

The ideology/beliefs view: According to this view societies may have different insti-
tutions because people have different beliefs about what is best for society. Some
societies get it right and some get it wrong and those that get it right ex post are
prosperous. It is clear that belief differences and ideology do matter in practice,
the real question is whether this can systematically explain the massive variation in
outcomes we observe in the world. It is also possible of course that people care about
the organization of society for non-economic reasons and are prepared to sacrifice
output in order to have a set of institutions that they feel are better.

The incidental institutions view: While the efficient institutions view is explicitly
based on economic reasoning, a different approach, which downplays choices and
emphasizes the development of institutions as a by-product of other social interac-
tions, is more popular among many political scientists and sociologists. According
to this view, the set of political and economic institutions emerge not as a choice of
economic actors, but is an incidental consequence of other actions. An interesting
example of this is the work by Tilly (1990). Building on the Weberian tradition,
Tilly proposed a theory of the formation of modern states, which argues that mod-
ern state institutions such as fiscal systems, bureaucracy and parliaments are closely
related to the need to raise resources to fight wars and thus arose in places with

incessant inter-state competition. Building on this work Herbst (2000) argued that
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the absence of such processes led to a very different pattern of state formation his-
torically in Africa, something which left African countries with states which were
incapable of providing order or public goods. Another example would be the lit-
erature on legal origins where the fact that Latin American countries have French
legal origin stems from the coincidence that they were colonized by the Spanish who
happened to have a legal system which was more compatible with the Civil Code

than the Common law.

What distinguishes the efficient institutions view from the other three is that according
to the efficient institutions view, there should not be meaningful institutional differences
translating into different economic outcomes— institutional differences should simply reflect
differences in economic environments, rather than cause such differences. Therefore, as noted
above, empirical evidence that shows that “exogenous” institutional differences matter for
differences in economic outcomes will support one of the other three views. We will discuss
this type of empirical evidence below.

What distinguishes the first two approaches from the incidental institutions view is that
according to the incidental institutions view, we cannot try to understand institutional differ-
ences as emerging from different economic calculations. As a result, we cannot ask questions
of the following form: “why aren’t the existing set of institutions being replaced by a new set
of institutions that are more beneficial for the whole society or for certain groups?” These
types of counterfactual questions are a very attractive feature of the economic approach. The
first two approaches are therefore more in line with economic research in general, and will be
in the starting point of the approach in this class.

But there are important differences between these two views as well. In the social conflict
view, conflict between social groups is an essential element of institutions and differences
in the nature of this conflict will lead to different sets of institutions. In contrast, in the
efficient institutions view, conflict between different groups or agents is not important, and
institutional differences will mostly emerge from differences in the economic environment or
the costs of designing institutions.

The approach in this course will be very much based on the social conflict view of institu-
tions. While the other views may also contribute to differences in institutions we observe in
practice, the perspective in this course will be that the bulk of the differences in institutions
emerges as an equilibrium outcome from well-specified games, in which there is conflict of
interest between individuals or social groups. This is a natural perspective for an economic

approach to institutions, since it emphasizes both economic interests and equilibrium. It also
11
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tends to suggest that we have to think of dynamic interactions as an important element of
the overall picture, and in fact, we will see that institutions become much more meaningful

in dynamic situations.

1.1.3. Types of institutions. Let us start with an approach similar to the social con-
flict institutions view. But now, we need to understand what institutions are.
For this purpose, we can distinguish between the following types of institutions (or dif-

ferent roles of institutions):

e Economic institutions: We can think of economic institutions as determining the
“economic rules of the game”—in particular, the degree of property rights enforce-
ment, the set of contracts that can be written and enforced, and some of the rules
and regulations that determine the economic opportunities open to agents. Com-
mon examples of economic institutions would therefore include individual property
rights, commercial law, contract law, patent law, the type of credit arrangements,
etc.

e Political institutions: In contrast, political institutions determine the “rules of the
political game.” Political institutions help to regulate the limits of political power
and determine how political power changes hands. Common examples of political
institutions would include the constitution, electoral rules, constraints imposed on
the power of the executive by other branches of the government, the number of veto

players, the extent of checks and balances etc.

(In addition, we can think of “social institutions” or “legal institutions” though we can
also think of, for example, legal institutions, as part of economic institutions—to the ex-
tent that they affect contracting—and part of political institutions—to the extent that they
regulate the allocation of political power in society.)

These distinctions between different types of institutions are useful, but they are not
completely tight and we do not often know how to map them to the data. These distinctions
therefore should not give the impression that we know exactly what these different “insti-
tutions” do in practice. There is considerable uncertainty about the role of these different
objects for economic outcomes (more on this below).

At this point, it is also useful to note that in some situations we might want to distinguish
economic policies from economic institutions. For example, a tax on capital by the govern-
ment is a policy not an institution. For many of the applications, economic policies will be

very similar to economic institutions, but one might want to bear in mind that they may be
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easier to change than economic institutions. Again this distinction is not very tight. We refer
to labor market policies, such as the extent of firing costs or whether or not trade unions
have a closed shop agreement as ‘labor market institutions.” Is it important to distinguish
between policy and institutions? Consider the following example: currently in Zimbabwe the
government of President Robert Mugabe is expropriating the property of the white farmers.
In the 1960s and 1970s a succession of governments in Ghana used the monopoly purchasing
power of the Cocoa Marketing Board to tax farmers at punitively high rates (Bates, 1981).
Though governments in Ghana did not try to take the land of the cocoa farmers, they made
the value of their assets almost zero. What is the difference?

It is conventional to subdivide institutions into:

e Formal institutions, for example, whether the country in question has a Supreme
Court, separation of power, parliamentary system etc.

e Informal institutions, which determine how a given set of formal rules and informal
institutions function in practice. For example, many Latin American countries have
a presidential system similar to the U.S., but in practice, they have very different

“political institutions”.

[...Currently, we have very little understanding of how informal institutions work, and
this might be an interesting area for future research...]| One terminology that we have used
(Acemoglu, Robinson and Verdier, 2003) is to say that societies where behavior is strongly
conditioned by the formal institutions are ‘strongly institutionalized’ while those where it
is not are ‘weakly institutionalized.” An interesting example of the difference comes from
the history of the Supreme Court in the US and Argentina. Starting in 1935 the Supreme
Court began to rule against President Rooselvelt’s New Deal Policies including ruling that
the National Industrial Recovery Act was unconstitutional. In response after his landslide
1936 re-election, Roosevelt proposed judicial ‘reform’ which in effect would give him the right
to nominate 6 new judges (there were 9 at the time) and ensure a majority. Despite huge
majorities in Congress and Senate and a clear mandate, this created a massive outcry in the
press and opposition in the Senate. In response the Supreme Court made some compromises,
ruling that the Social Security Act and the National Labor Relations Act, two key pieces
of New Deal legislation, were constitutional. Moreover, one of the most conservative judges
resigned, allowing FDR to appoint a democratic. This made it impossible for FDR, to get the
change in the rules through the Senate and he had to drop it. This is an interesting example
of how the formal rules which constitute the separation of powers and checks and balances

have to be supported by informal norms.
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Contrast this to the experience of Argentina under Perén. When Perén (who had been
secretary of labor in the previous military Junta which had ruled since 1943) was first demo-
cratically elected president in 1946 the Supreme Court had recently ruled unconstitutional
an attempt to create a new national labor relations board. The labor movement was a key
pillar of the Peronist movement and he sought the impeachment of 4 or the 5 members of the
Court. In the end 3 were removed and the Chamber of Deputies and the Senate supported
this. Following this the Court did not provide any checks on Perén’s policies. There then
followed a sequence of transitions between civilian and military governments in Argentina
(see Acemoglu and Robinson, 2006, Chapter 1). The 1946 impeachment established a new
norm so that whenever a political transition too place, the incoming regime either replaced
the entire existing Supreme Court or impeached most of its members (Helmke, 2005, Chapter
4). The attached figure from Iaryczower, Spiller and Tommasi (2002) dramatically shows the
declining average tenure of Supreme Court judges in Argentina over this period. Fascinatingly
in 1990 when the first transition between democratically elected governments occurred, the
incoming Peronist President, Menem, complained that the existing Supreme Court, which
had be appointed after the transition to democracy in 1983 by the Radical President Alfonsin,
would not support him. He then proposed an expansion of the Court from 5 to 9 members
which was duly passed and which allowed him to name 4 new judges.

We will sometimes refer to the cluster of institutions, consisting of economic institutions,
political power and formal and informal political institutions, simply as “institutions”.

It may also be tempting to follow political scientists and sociologists and classify institu-
tions into two groups (with the implicit understanding that most real world institutions will

fall somewhere in between):

e Predatory (“bad”) institutions: as institutions that do not encourage investment
and economic development.
e Developmental (“good”) institutions: institutions that permit or encourage invest-

ment and growth.

Even though, this may be a useful device for discussion or even more formal thinking, there
is a potential problem. Certain arrangements that are good for economic development may
later become bad for in investment and development. We will see formal models illustrating
this issue later in the course. For now, when convenient, we will sometimes talk of bad and

good institutions.
14
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1.1.4. Conceptions of the State. Most of the institutions we have been talking about
are collective choices. When a society moves from communal to private property, this is
going to be a collective not an individual decision. Though often in the economics literature
the creation of private property comes about when someone decides to build a fence to
keep people off their land (Tornell, 1997, for such a model) this is actually not what often
happens. Before the existence of private property different people may have overlapping and
conflicting claims over assets. This was particularly true historically of land. Allen’s (1982)
seminal study showed that the first-order effect of the enclosure movement in England, was
distributional and it had large redistributive effects because the switch to private ownership
effectively expropriated many people’s claims (see Firmin-Sellars, 1995, for a fascinating study
of the evolution of property rights in Africa).

Thus to talk about how institutions arise we need to consider how preferences are ag-
gregated. At the center of this whole picture therefore is political power: whose preferences
count? For example, in 17th and 18th century Europe, it is commonly accepted that the
landed aristocracy had most political power. But what does this mean? There were clearly
barriers against and checks on the exercise of this power, as exemplified by peasant revolts,
beheadings of kings, and bourgeois revolutions.

Preferences can be aggregated in different ways. For example, the person with the most
guns might be able to force the rest of society to accept his preferences. In the modern world
we more usually think of political institutions as determining how preferences are aggregated.
Central to political institutions is the institution of the state. Perhaps it is first useful to
think of “the state” as the locus of political power. Probably the most common and useful
definition of the state is as a monopoly (or near-monopoly) of violence, or of coercion power.
That is, the state has the means to coerce other agents to perform certain tasks and abstain
from certain behavior.

For example, Max Weber puts this as follows:

“the modern state is a compulsory association which organizes domination. It has been
successful in seeking to monopolize the legitimate use of physical force as a means of domi-
nation within a territory.... The right to use physical force is ascribed to other institutions
or individuals only to the extent to which the state permits it”.

But then, who controls the state? And who and what constrains the state?

There are a number of different ways of thinking of the state:

e The state as a non-actor: the simplest view of the state, common in many economics
and public finance textbooks, treats the state without agency—that is, the state does
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not have its own objective function, nor does it represent the interests of some groups
in the society. It is there to enforce property rights and contracts, and provide
public goods. There is also little discussion of incentives, or what is sometimes
called “opportunistic” behavior, and little sense in which the state needs to have
the monopoly of violence in society. This view of the state very naturally leads to
calls for the state/the government to intervene when there are market failures. The
driving force of the new political economy of institutions is the recognition that this
is not a satisfactory view, and we will not dwell on it in the rest of this class.

The state as a mexus of cooperation. This view recognizes the presence of “op-
portunistic” behavior on the part of the agents, but does not emphasize conflict
between groups of agents (such as workers versus capitalists, or Hutu versus Tutsi).
The state, by virtue of its coercive power, encourages cooperation among agents.
This view is related to Hobbes’ conception of the Leviathan with the monopoly on
coercion serving the interest of all the citizens. According to Hobbes, without the
Leviathan individuals live in “fear and danger of violence death” and their lives are
“solitary, poor, nasty, brutish and short,” because every man is fighting for himself
and not cooperating with others. The state encourages cooperation and orderly be-
havior. This view is also very close to the so-called “populist” political philosophy
originating from Rousseau. Rousseau argued that the state should be a reflection
of the “general will” of the people— “obedience to a law we have prescribed for
ourselves.” When all citizens obey this general will or law, welfare in this society
will be higher.

This view is not identical to the efficient institutions view, since the potential
for institutional failure is present. Nevertheless, it is closely related to viewing
institutions as evolving in order to solve some potential market failures in society.
The state as the agent of a social group. In these theories, the state represents the
interests of a social group, such as the landowners, the capitalists, an ethnic group
or some sort of elite, and uses its monopoly over violence in order to further the
interests of this group. Marxist theories of the state generally fall in this category,
since they view the state as controlled by the capitalists or more generally by the
ruling class. However, many non-Marxist theories, perhaps going as far back as
Aristotle, are also in this category. For example, it seems plausible that before the

18th-century the state in Europe looked after the interests of the landed aristocracy
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and the King. More recently, much political economy of Africa sees the state as the
instrument of a particular ethnic group.

A related view, common in the Chicago political economy circles (e.g., Becker,
1983) and US political science in the 1950s and 1960s, sees the state as a potential
aggregator of the demands of different (interest) groups in society. Here the state
has no preferences per se, but reflects the net effect of the different pressures placed
upon it. Nevertheless, this view is closely related to that which envisages the state
as the agent of a social group, because at the end the state plays a crucial role in
the allocation of resources and in creating winners and losers in the society, but it
has no identity separate from that of the groups that act through it.

Consequently, both of these views are closely related to each other, and they can

be thought of as the applications of the social conflict view of institutions to the role
of the state.
The state as the grabbing hand: in this view, the state is controlled by the bu-
reaucrats or the politicians, who use their power to look after their own interests.
This view goes back to Buchanan and Tullock, and recently has been popularized
by Shleifer. In this case, the crucial question is how to control bureaucrats while
ensuring that they perform the functions they are supposed to.

The major difference between this view and the previous one is that here the
conflict is not between groups that have well-defined economic interests, specific
assets or association to social groups, but between whoever are the “politicians”
and “bureaucrats” and the society that is supposed to monitor them.

The state as the autonomous bureaucracy. Weberian theories of the state. In this
view, like the previous one, the state is controlled by the bureaucrats or the politi-
cians in the sense that they can take actions that agents themselves may not have
taken. However, in this view, somehow the state could represent interests other
than the narrow interests of its members. For example, in some modern Marxist
theories of the state, such as Poulantzas’ theory, the state looks after the interest
of the capitalist class better than individual capitalists themselves would be able
to. In the Weberian theories, such as Evans’s embedded autonomy approach, or in
Tilly’s theory, the bureaucracy could be developmental and defend the interests of
the whole society. For example, Evans attributes failures of many societies to states
that are “weak because diffused fragments of society have stayed strong, retaining

at the local level the ability to frustrate state actions”. Therefore, in these theories,
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states need to be able to “dominate” the society in order to enact useful change.
In this class of theories scholars often talk about the state being ‘strong’ or ‘weak’

which typically refers to their capacity to get what they want.

All of these views are obviously simple, and they can be combined with each other, or
extended. For example, we can imagine a situation in which the state represents the interests
of a social group, but which social group this is varies over time. Alternatively, one can
be much more specific on the reasons why the state emerges as the monopoly supplier of
coercion, and link this to the grabbing hand view of the state. We will see examples of
models of this sort below.

It is also useful at this point to mention an important ingredient of models that view
social groups (such as classes) as the key actors. At the end of the day, decisions are taken by
individuals, so if we are going to treat social groups as the key actors, all individuals within
the social groups must find a profitable to take the same actions, and often, take actions
that are in the interest of the group as a whole. This leads to what Olson has termed the
“free rider” problem: individuals may free ride and not undertake actions that are costly for
themselves but beneficial for the group. Therefore, any model that uses social groups as the

actor must implicitly use a way of solving the free-rider problem. The usual solutions are

e Ideology: groups may develop an ideology that makes individuals derive utility from
following the group’s interests.

e Repeated interactions: if individuals within groups interact more often with each
other, certain punishment mechanisms may be available to groups to coerce members
to follow the group’s interests.

e Exclusion: certain groups might arrange the benefits from group action such that

those who free ride do not receive the benefits of group action.

[...Currently, there is little systematic work in economics on how social groups solve the
free-rider problem, and this may be an important area for future work...]

We will return to discuss some of these issues later in the class.

1.2. Developmental Vs. Predatory Institutions

It is now useful to return to a discussion of how we should think of developmental vs.
predatory institutions according to the different theories.

What follows is a very schematic representation:
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Hobbesian  Social Conflict Grabbing Hand Weberian
Theories Theories View Theories
Strong states? Good Ambiguous Bad Good
Institutional Accidental/ Due to economic Accidental/ Accidental
differences? costs of incentives of strength
inst. design various groups of bureaucracy
Developmental Yes Ambiguous No if state is strong Yes if state is
institutions? and can grab a lot  strong
Agreement on  Yes Generally no Generally yes Generally yes
institutions?
Which view Efficient Social Conflict Incidental Incidental
of institutions? institutions institutions institutions institutions
view view view view

Whether strong states are useful for economic development is a first-order question both
for economic policy and economic research. It is clear that strong states are good in the
Hobbesian and the Weberian theories, and bad in the grabbing hand view. As the above mod-
els illustrate, they can be good or bad in the social-conflict theories, depending on whether
the state is being controlled by the group that has the investments that are more important
at the margin.

Another major question that we will discuss further in the class is why there are institu-
tional differences across countries. The Weberian theories fall in the incidental-institutions
view of the world, and institutional differences reflect historical accidents. As we mentioned
above, Tilly argues that in Europe there was a lot of inter-state competition, leading to
strong states which played an important developmental role, while Herbst argues that there
wasn’t enough inter-state competition in Africa and this underlies the problems of economic
development in that continent.

Also in the Hobbesian theories, institutional differences must have accidental causes, or
simply reflect differences in the costs of designing the appropriate institutions. In these
theories, everybody agrees what the right set of institutions should be (at least behind the
veil of ignorance). But because of some “accidents”, they may be unable to develop these
institutions. Greif’s (1994) theory of why Maghribi merchants did not develop modern insti-
tutions is that they had better informal ways of detecting cheating, so they did not need to

develop these institutions. Ultimately, this lack of institutional development was costly for
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the Maghribi traders because they made it difficult to take advantage of expanded trade op-
portunities. In contrast the Genoese were not able to rely on their social networks to enforce
contracts at low cost and instead had to develop formal contract enforcement institutions
which adapted much better to changed environments and new opportunities.

In the grabbing hand view, everybody, other than the politicians, agree what the “correct”
set of institutions are. Therefore, institutional differences either reflect accidents, or the
strength of these politicians/bureaucrats.

In contrast, in the social-conflict theories, institutions serve the interests of different
classes/groups, so there will be a conflict over what type of institutions should emerge, and

economic incentives will determine equilibrium institutions.

1.3. Institutional Origins in the Social Conflict Theories

At this point, it is useful to push our organizing framework, the social conflict view
of institutions, somewhat further, and ask more systematically what set of factors would
determine differences in institutions. At a basic level, the social conflict view, as opposed to
the efficient institutions view, emphasizes that different sets of institutions create different
groups of winners and losers. This immediately leads to an obvious question: how does a
society decide which set of institutions emerge in equilibrium (or persist or change etc.)?
If winners from a given set of institutions could compensate losers, then we would be in
the realm of the efficient institutions view. For example, the society could undertake an
institutional reform that improves efficiency, and those benefiting from the reform compensate
those who have lost out. The building block of the social conflict theories is that such ex post
compensation is not possible or will not happen in equilibrium. Then how do equilibrium
institutions get determined?

The answer is related to political power. When there is a conflictual situation, the party
with greater “power” is likely to have its way. This applies to the political realm as well, and
the relevant power is naturally political power. In this context, we may want to distinguish
between democratic and non-democratic politics. In democratic politics, political power is
the aggregation of the wishes of certain different segments of society via voting, lobbying
and other political activities. In non-democratic politics, we will think of an existing political
elite, which has sufficient political power to play a crucial role in the determination of policies
and the reform of institutions (this does not necessarily mean they will always implement

their ideal policy, but they have disproportionate effect on outcomes).
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Anticipating what will come next, it is also useful to distinguish between two differ-
ent types of political power: de jure and de facto political power. De jure political power
is allocated by political institutions (such as constitutions or electoral systems), while de
facto political power emerges from the ability to engage in collective action, use brute force,
paramilitaries, armies, or other channels such as lobbying or bribery. Equilibrium policies
will be an outcome of total political power, which consists of the composition of these two
sources of power. We will see below how the interplay of these two types of political power
will lead to a framework for thinking of both the effect of institutions on economics outcomes
and the equilibrium determination of institutions.

The crux of many approaches to institutions (especially “inefficient institutions” as will
be defined later) is the unwillingness of individuals or groups with political power to allow
policies or institutions that increase the size of the “social pie” (i.e., for example, increase
investment or GDP, or economic growth etc.). In this context, it is useful to mention three
specific but related mechanisms for why those with political power (for example in many

societies the “elites”) may be unwilling to embrace efficient institutions. These are:

(1) Hold-up: Imagine a situation in which an individual or a group holds unconstrained
political power. Also suppose that productive investments can be undertaken by a
group of citizens or producers that are distinct from the “political elites”, i.e., the
current power holders. The producers will only undertake the productive invest-
ments if they expect to receive the benefits from their investments. Therefore, a
set of economic institutions protecting their property rights are necessary for invest-
ment. Can the society opt for a set of economic institutions ensuring such secure
property rights? The answer is often no (even assuming that “society” wants to do
s0).

The problem is that the political elites—those in control of political power—
cannot commit to respect the property rights of the producers once the investment
are undertaken. Naturally, ex ante, before investments are undertaken, they would
like to promise secure property rights. But the fact that the monopoly of political
power in their hands implies that they cannot commit to not hold-up producers once
the investments are sunk.

(2) Political Losers: Another related source of inefficient economic institutions arises
from the desire of political elites to protect their political power. Political power is
the source of the incomes, rents, and privileges of the elite. If their political power

were eroded, their rents would decline. Consequently, the political elite should
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evaluate every potential economic change not only according to its economic con-
sequences, such as its effects on economic growth and income distribution, but also
according to its political consequences. Any economic change that will erode the
elites’ political power is likely to reduce their economic rents in the long run.

(3) Economic Losers: A distinct but related source of inefficiency stems from the basic
supposition of the social conflict view that different economic institutions imply
different distributions of incomes. This implies that a move from a bad to a better
set of economic institutions will make some people or groups worse off (and will not
be Pareto improving). This in turn implies that such groups will have an incentive to
block or impede such institutional changes even if they benefit the whole of society in
some aggregate sense. [This naturally raises the question as to how and why groups
that have the political power to block change cannot use the same political power
in order to redistribute some of the gains from beneficial reform to themselves after
reform takes place; this may be related to the fact that there are only limited fiscal
and redistributive instruments, or that the economic losers question is intimately
linked to that of political losers, in that after the reform, previous elites may no

longer have as much political power].

Hold-up, political loser and economic loser considerations lead to some interesting com-
parative static results which can be derived by considering the political institutions that lie
behind these phenomena.

First, the perspective of hold-ups immediately suggests that situations in which there are
constraints on the use of political power, for example, because there is a balance of political
power in society or a form of separation of powers between different power-holders, are more
likely to engender an environment protecting the property rights of a broad cross-section of
society. When political elites cannot use their political power to expropriate the incomes
and assets of others, even groups outside the elite may have relatively secure property rights.
Therefore, constraints and checks on the use of political power by the elite are typically
conducive to the emergence of better economic institutions

Second, a similar reasoning implies that economic institutions protecting the rights of
a significant cross-section are more likely to arise when political power is in the hands of
a relatively broad group containing those with access to the most important investment
opportunities. When groups holding political power are narrower, they may protect their

own property rights, and this might encourage their own investments, but the groups outside
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the political elites are less likely to receive adequate protection for their investments (see
Acemoglu, 2003b).

Third, good economic institutions are more likely to arise and persist when there are
only limited rents that power holders can extract from the rest of society, since such rents
would encourage them to opt for a set of economic institutions that make the expropriation
of others possible.

Finally, considerations related to issues of political losers suggest that institutional re-
forms that do not threaten the power of incumbents are more likely to succeed. Therefore,
institutional changes that do not strengthen strong opposition groups or destabilize the po-

litical situation are more likely to be adopted.

1.4. Towards a Framework

The discussion above illustrates some basic issues that arise once we start looking at the
world, especially at the institutional differences across societies, through the lenses of social
conflict view. But as emphasized before, a major part of our objective is to understand
the equilibrium determination of institutions. This requires a dynamic framework, especially
since the primary importance of institutions arises in the context of holdup/commitment
(which is an inherently dynamic issue). Moreover, as emphasized above, a useful perspective
is to think of political institutions as the source of de jure political power in society, i.e., the
set of political institutions determined today regulates the distribution of de jure political
power in the future (again leading to dynamic interactions).

The most ambitious objective of this course would be to provide a complete dynamic
model with endogenous economic and political institutions that can be applied to a variety
of situations. Unfortunately, the newly-emerging field of political economy is not there yet
(though we have clues about important ingredients). This is both good and bad: it is
good, since there is a lot to do in future research; and it is bad, since we are still far from
a satisfactory understanding of many important political economy questions (for example,
those related to how institutional reform can be undertaken etc.).

Let us start with a schematic representation of a particular dynamic model which could
be useful in thinking about the equilibrium evolution of economic and political institutions
(this is by no means the only possible model one could have, but one that we find useful and

acts as an organizing framework for much of what will come next):
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de jure economic
political political economic performance,;
institutions; == power, — institutions; — &

& distribution
distribution de facto of resources;41
of resources; = political = political

power, institutionsey

This is a dynamical system, even though it is expressed schematically. The two state
variables of this dynamical system are political institutions and the distribution of resources,
and the knowledge of these two variables at time ¢ is sufficient to determine all the other
variables in the system. While political institutions determine the distribution of de jure
political power in society, the distribution of resources influences the distribution of de facto
political power at time ¢. These two sources of political power, in turn, affect the choice of
economic institutions and influence the future evolution of political institutions. Economic
institutions determine economic outcomes, including the aggregate growth rate of the econ-
omy and the distribution of resources at time ¢ 4+ 1. Although economic institutions are the
essential factor shaping economic outcomes, they are themselves endogenous and determined
by political institutions and distribution of resources in society.

There are two sources of persistence in the behavior of the system: first, political insti-
tutions are durable, and typically, a sufficiently large change in the distribution of political
power is necessary to cause a change in political institutions, such as a transition from dic-
tatorship to democracy. Second, when a particular group is rich relative to others, this will
increase its de facto political power and enable it to push for economic and political institu-
tions favorable to its interests. This will tend to reproduce the initial relative wealth disparity
in the future. Despite these tendencies for persistence, the framework also emphasizes the
potential for change. In particular, “shocks”, including changes in technologies and the in-
ternational environment, that modify the balance of (de facto) political power in society and
can lead to major changes in political institutions and therefore in economic institutions and
economic growth. [ We will later argue that perhaps this economic channel for persistence
might be overemphasized in some of the literature...|

Now let’s investigate in more detail where this schematic representation comes from

1. Economic institutions matter for economic growth because they shape the incentives
of key economic actors in society, in particular, they influence investments in physical and

human capital and technology, and the organization of production. Although cultural and
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geographical factors may also matter for economic performance, differences in economic insti-
tutions are the major source of cross-country differences in economic growth and prosperity.
Economic institutions not only determine the aggregate economic growth potential of the
economy, but also an array of economic outcomes, including the distribution of resources in
the future (i.e., the distribution of wealth, of physical capital or human capital). In other
words, they influence not only the size of the aggregate pie, but how this pie is divided among
different groups and individuals in society. We summarize these ideas schematically as (where
the subscript ¢ refers to current period and ¢ + 1 to the future):

economic performance,
distribution of resources;

economic institutions; = {

2. Economic institutions are endogenous. They are determined as collective choices of
the society, in large part for their economic consequences. However, there is no guarantee
that all individuals and groups will prefer the same set of economic institutions because,
as noted above, different economic institutions lead to different distributions of resources.
Consequently, there will typically be a conflict of interest among various groups and individ-
uals over the choice of economic institutions. So how are equilibrium economic institutions
determined? If there are, for example, two groups with opposing preferences over the set of
economic institutions, which group’s preferences will prevail? The answer depends on the
political power of the two groups. Although the efficiency of one set of economic institutions
compared with another may play a role in this choice, political power will be the ultimate

arbiter. Whichever group has more political power is likely to secure the set of economic

institutions that it prefers. This leads to the second building block of our framework:
political power, = economic institutions;

3. Implicit in the notion that political power determines economic institutions is the idea
that there are conflicting interests over the distribution of resources and therefore indirectly
over the set of economic institutions. But why do the groups with conflicting interests not
agree on the set of economic institutions that maximize aggregate growth (the size of the
aggregate pie) and then use their political power simply to determine the distribution of
the gains? Why does the exercise of political power lead to economic inefficiencies and even
poverty? We will explain that this is because there are commitment problems inherent in the
use of political power. Individuals who have political power cannot commit not to use it in
their best interests, and this commitment problem creates an inseparability between efficiency
and distribution because credible compensating transfers and side-payments cannot be made

to offset the distributional consequences of any particular set of economic institutions.
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4. The distribution of political power in society is also endogenous. Political institutions,
similarly to economic institutions, determine the constraints on and the incentives of the key
actors, but this time in the political sphere, and therefore regulate the distribution of de
jure power in society. Examples of political institutions include the form of government, for
example, democracy vs. dictatorship or autocracy, and the extent of constraints on politicians
and political elites. For example, in a monarchy, political institutions allocate all de jure
political power to the monarch, and place few constraints on its exercise. A constitutional
monarchy, in contrast, corresponds to a set of political institutions that reallocates some of
the political power of the monarch to a parliament, thus effectively constraining the political

power of the monarch. This discussion therefore implies that:
political institutions, = de jure political power,

5. As noted above, there is more to political power than de jure power allocated by
political institutions, however. A group of individuals, even if they are not allocated power
by political institutions, for example as specified in the constitution, may nonetheless possess
political power. Namely, they can revolt, use arms, hire mercenaries, co-opt the military,
or use economically costly but largely peaceful protests in order to impose their wishes on
society. We refer to this type of political power as de facto political power, which itself has
two sources. First, it depends on the ability of the group in question to solve its collective
action problem, i.e., to ensure that people act together, even when any individual may have
an incentive to free ride. For example, peasants in the Middle Ages, who were given no
political power by the constitution, could sometimes solve the collective action problem and
undertake a revolt against the authorities. Second, the de facto power of a group depends on
its economic resources, which determine both their ability to use (or misuse) existing political
institutions and also their option to hire and use force against different groups. Since we do
not yet have a satisfactory theory of when groups are able to solve their collective action

problems, our focus will be on the second source of de facto political power, hence:
distribution of resources; == de facto political power,

6. This brings us to the evolution of one of the two main state variables in our frame-
work, political institutions (the other state variable is the distribution of resources, including
distribution of physical and human capital stocks etc.). Political institutions and the dis-
tribution of resources are the state variables in this dynamic system because they typically
change relatively slowly, and more importantly, they determine economic institutions and

economic performance both directly and indirectly. Their direct effect is straightforward to
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understand. If political institutions place all political power in the hands of a single individ-
ual or a small group, economic institutions that provide protection of property rights and
equal opportunity for the rest of the population are difficult to sustain. The indirect effect
works through the channels discussed above: political institutions determine the distribution
of de jure political power, which in turn affects the choice of economic institutions. This
framework therefore introduces a natural concept of a hierarchy of institutions, with political
institutions influencing equilibrium economic institutions, which then determine economic
outcomes.

Political institutions, though slow changing, are also endogenous. Societies transition
from dictatorship to democracy, and change their constitutions to modify the constraints on
power holders. Since, like economic institutions, political institutions are collective choices,
the distribution of political power in society is the key determinant of their evolution. This
creates a tendency for persistence: political institutions allocate de jure political power, and
those who hold political power influence the evolution of political institutions, and they will
generally opt to maintain the political institutions that give them political power. However,
de facto political power occasionally creates changes in political institutions. While these
changes are sometimes discontinuous, for example when an imbalance of power leads to a
revolution or the threat of revolution leads to major reforms in political institutions, often
they simply influence the way existing political institutions function, for example, whether the
rules laid down in a particular constitution are respected as in most functioning democracies,

or ignored as in current-day Zimbabwe. Summarizing this discussion, we have:

political power, == political institutions, ;

Putting all these pieces together, gives the above representation.

To see whether this framework is useful, let us consider a brief example.

Consider the development of property rights in Europe during the Middle Ages. There is
no doubt that lack of property rights for landowners, merchants and proto- industrialists was
detrimental to economic growth during this epoch. Since political institutions at the time
placed political power in the hands of kings and various types of hereditary monarchies, such
rights were largely decided by these monarchs. Unfortunately for economic growth, while
monarchs had every incentive to protect their own property rights, they did not generally
enforce the property rights of others. On the contrary, monarchs often used their powers

to expropriate producers, impose arbitrary taxation, renege on their debts, and allocate the
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productive resources of society to their allies in return for economic benefits or political sup-
port. Consequently, economic institutions during the Middle Ages provided little incentive to
invest in land, physical or human capital, or technology, and failed to foster economic growth.
These economic institutions also ensured that the monarchs controlled a large fraction of the
economic resources in society, solidifying their political power and ensuring the continuation
of the political regime.

The seventeenth century, however, witnessed major changes in the economic and political
institutions that paved the way for the development of property rights and limits on monarchs’
power, especially in England after the Civil War of 1642 and the Glorious Revolution of 1688,
and in the Netherlands after the Dutch Revolt against the Hapsburgs. How did these major
institutional changes take place? In England, for example, until the sixteenth century the king
also possessed a substantial amount of de facto political power, and leaving aside civil wars
related to royal succession, no other social group could amass sufficient de facto political power
to challenge the king. But changes in the English land market and the expansion of Atlantic
trade in the sixteenth and seventeenth centuries gradually increased the economic fortunes,
and consequently the de facto power of landowners and merchants. These groups were diverse,
but contained important elements that perceived themselves as having interests in conflict
with those of the king: while the English kings were interested in predating against society to
increase their tax incomes, the gentry and merchants were interested in strengthening their
property rights.

By the seventeenth century, the growing prosperity of the merchants and the gentry, based
both on internal and overseas, especially Atlantic, trade, enabled them to field military forces
capable of defeating the king. This de facto power overcame the Stuart monarchs in the Civil
War and Glorious Revolution, and led to a change in political institutions that stripped the
king of much of his previous power over policy. These changes in the distribution of political
power led to major changes in economic institutions, strengthening the property rights of
both land and capital owners and spurred a process of financial and commercial expansion.
The consequence was rapid economic growth, culminating in the Industrial Revolution, and
a very different distribution of economic resources from that in the Middle Ages.

It is worth returning at this point to two critical assumptions in our framework. First,
why do the groups with conflicting interests not agree on the set of economic institutions that
maximize aggregate growth? So in the case of the conflict between the monarchy and the
merchants, why does the monarchy not set up secure property rights to encourage economic

growth and tax some of the benefits? Second, why do groups with political power want
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to change political institutions in their favor? For instance, in the context of the example
above, why did the gentry and merchants use their de facto political power to change political
institutions rather than simply implement the policies they wanted? The answers to both
questions revolve around issues of commitment and go to the heart of our framework.

The distribution of resources in society is an inherently conflictual, and therefore political,
decision. As mentioned above, this leads to major commitment problems, since groups with
political power cannot commit to not using their power to change the distribution of resources
in their favor. For example, economic institutions that increased the security of property
rights for land and capital owners during the Middle Ages would not have been credible
as long as the monarch monopolized political power. He could promise to respect property
rights, but then at some point, renege on his promise, as exemplified by the numerous financial
defaults by medieval kings. Credible secure property rights necessitated a reduction in the
political power of the monarch. Although these more secure property rights would foster
economic growth, they were not appealing to the monarchs who would lose their rents from
predation and expropriation as well as various other privileges associated with their monopoly
of political power. This is why the institutional changes in England as a result of the Glorious
Revolution were not simply conceded by the Stuart kings. James II had to be deposed for
the changes to take place.

The reason why political power is often used to change political institutions is related. In
a dynamic world, individuals care not only about economic outcomes today but also in the
future. In the example above, the gentry and merchants were interested in their profits and
therefore in the security of their property rights, not only in the present but also in the future.
Therefore, they would have liked to use their (de facto) political power to secure benefits in
the future as well as the present. However, commitment to future allocations (or economic
institutions) was not possible because decisions in the future would be decided by those who
had political power in the future with little reference to past promises. If the gentry and
merchants would have been sure to maintain their de facto political power, this would not
have been a problem. However, de facto political power is often transient, for example because
the collective action problems that are solved to amass this power are likely to resurface in
the future, or other groups, especially those controlling de jure power, can become stronger in
the future. Therefore, any change in policies and economic institutions that relies purely on
de facto political power is likely to be reversed in the future. In addition, many revolutions
are followed by conflict within the revolutionaries. Recognizing this, the English gentry

and merchants strove not just to change economic institutions in their favor following their
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victories against the Stuart monarchy, but also to alter political institutions and the future
allocation of de jure power. Using political power to change political institutions then emerges
as a useful strategy to make gains more durable. The framework that we propose, therefore,
emphasizes the importance of political institutions, and changes in political institutions, as
a way of manipulating future political power, and thus indirectly shaping future, as well as
present, economic institutions and outcomes.

This framework, though abstract and highly simple, enables us to provide some prelim-
inary answers to our main question: why do some societies choose “good economic institu-
tions”? At this point, we need to be more specific about what good economic institutions
are. A danger we would like to avoid is that we define good economic institutions as those
that generate economic growth, potentially leading to a tautology. This danger arises be-
cause a given set of economic institutions may be relatively good during some periods and
bad during others. For example, a set of economic institutions that protects the property
rights of a small elite might not be inimical to economic growth when all major investment
opportunities are in the hands of this elite, but could be very harmful when investments and
participation by other groups are important for economic growth (see Acemoglu, 2003b). To
avoid such a tautology and to simplify and focus the discussion, throughout we think of good
economic institutions as those that provide security of property rights and relatively equal
access to economic resources to a broad cross-section of society. Although this definition is
far from requiring equality of opportunity in society, it implies that societies where only a
very small fraction of the population have well-enforced property rights do not have good
economic institutions. Consequently, as we will see in some of the historical cases discussed
below, a given set of economic institutions may have very different implications for economic

growth depending on the technological possibilities and opportunities.
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CHAPTER 2

Evidence

2.1. Aggregate Correlations

There is now a large literature documenting a positive correlation between measures
of institutions and good governance on the one hand, and economic performance on the
other. One of the earliest is the paper by Knack and Keefer (1995). They use measures
of property rights, and find them to be strongly correlated with investment and growth
(even after controlling for other potential determinants of growth). The next figure, for
example, shows the relationship between income per capita and one measure of property

rights enforcement.

Figure 1

Usa
sGP
HKG
10 = iam SN

MU ool

ARG
URERN
PAN ZAR R h S CAEL

st PER Doty

BRI opy
FEBH oo S

SN iz

Log GDF per capita, PPF, 1985

Joe

=] =]
Average Expropriation Risk 1985-95

Other authors have found similar relationships using political instability, corruption, and
measures of rule of law. These variables are all institutional outcomes. For example, how
secure property rights are in equilibrium. One may also be interested in the effects of more
specific formal institutions. For instance, a natural idea could be that whether or not private
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property existed was important. Many African countries still have most land held commu-
nally with the potential for a tragedy of the commons. Nevertheless, it is hard to get at this
question using macro data (as we’ll see micro data suggests that establishing individual prop-
erty rights can be important). Prominent in the literature examining the effects of formal
institutions has been the work of Persson and Tabellini (2003, 2004) who have shown how
various aspects of formal democratic constitutions, for example whether or not the system
is a presidential one or a parliamentary one, or whether or not legislators are elected using
proportional representation, seems to matter for the level and composition of government
spending. Their recent research suggests that these types of institutional distinctions might
matter for economic growth as well (Persson and Tabellini, 2005). There is less consensus
about whether the presence or absence of democracy itself matters for economic outcomes
(Barro, 1997) or policy outcomes (Mulligan, Gill and Sala-i-Martin, 2004). Another promi-
nent set of papers based on differences in formal institutions is the work by Andrei Shleifer
and his co-authors on how many differences in institutions (such as shareholder protection
or barriers to entry) can be traced to the legal origin of the country.

Whether these types of institutional distinctions matter for policy and economic out-
comes is important, partly because there is a large amount of variation in these institutions.

The next figure gives a glimpse of this.
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It is useful to look at some of the estimates of Persson and Tabellini. They investigate

the effect of electoral rules and types of political institutions on policy outcomes in a panel of
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61 democracies. They find, for instance, that in presidential regimes, the size of government
is smaller than in parliamentary regimes. They also find that majoritarian elections lead to
smaller transfers than proportional representation systems. The enclosed three tables (from
their American Economic Review paper) give some of their results. The first just shows
the distribution of different political institutions and the countries that are covered (MAJ
signifies majoritarian electoral system as opposed to a Proportional Representation system,

PRESs is whether or not the system has a president).

Table 4 Composition of government and constitutions: OLS estimates

(1) (2 3 (4) (5)

Dep. var. ssw s3w sz ssw sz
pres -2.24 -0.25 -5.47 -4.28
(111~ {2.08) (1.197 (1.307
maj -2.25 =102 -2.66 -3.08
(1.25)" {1.35) (1.52)y* {(1.50™
propres -3.22
(1.74)y"
majper -3.14
(218)
majpres -2.91
(2.41)
pres_newden 497
(165
maj_new dem 174
(1.77)
newden -5.36
(1.e9)y™
pres_baddem 561
(2.00)™
maj_baddem 367
(Lezy™
badden -4.24
(L75y™
F-test (pres) 083 017 083
F-test (maj) 065 019
Sarnple 90s 90s 72-77 90s 90s
Obs. 69 69 42 69 69
R2 081 081 0.77 084 082

These results are very suggestive, but leave the question of whether it is the political
institution, or underlying conditions that lead to the establishment and maintenance of these
political institutions, that are causing these results.

The problem is that these correlations do not establish that institutions have a causal

effect on economic performance. First, there could be the standard type of reverse causality.
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Moreover, we could simply be observing the fact that countries with different economic envi-
ronments are choosing different institutions. Here is an interesting fact: all British colonies
in Africa had parliamentary institutions set up by the British at the time of independence.
With the exception of Lesotho, they all subsequently switched to presidential systems.

There is an omitted-variables problem. Economies that are different for a variety of
reasons will differ both in their institutions and in their income per capita, and since it is
impossible to control for these differences in practice, we may be assigning the effect of these
omitted variables to institutional differences, greatly exaggerating the effect of institutions of
economic performance.

Finally, there another version of the reverse causality problem: which arises because
most measures of institutions are “subjective”, and perhaps scholars see better institutions

in places that perform better.

2.2. “Exogenous” Differences in Institutions

To solve this identification problem, we need to find exogenous differences in institutions.
In practice, of course, truly exogenous variation does not exist, so we have to find the source of
variation that is plausibly orthogonal to other determinants of current economic performance.
There are now several attempts to find such exogenous differences in institutions (or to

use an IV strategy) in the literature.

(1) Mauro’s (1995) work on corruption, where he uses ethnolinguistic fragmentation as
an instrument for corruption. The reasoning here is that ethnolinguistic fragmenta-
tion will make it harder for principals to control agents, hence facilitate corruption.

(2) Hall and Jones’ (1999) work which uses distance from the equator and the fraction
of the population speaking English as instruments for a measure of institutions
(which they call social infrastructure). The reasoning is that these variables proxy
for the strength of the “good” European/British influence on a country’s culture
and institutions.

(3) Acemoglu, Johnson and Robinson (2001, extended in 2002) who use mortality rates
faced by potential settlers at the time of colonization as an instrument for institu-
tional development. The argument is that in places where the Europeans did not
settle because of high mortality, they introduced worse institutions than in places

where they settled.
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(4) Persson and Tabellini (2003, 2004) have recently used various instruments for the
form of democratic institutions. These include fraction of the population speaking

one of the major European languages and latitude.

The econometric argument underlying Mauro’s and Hall and Jones’ instruments is not
entirely convincing. In both cases, the instrument can have a direct affect. For example,
ethnolinguistic fragmentation can arguably affect economic performance by creating political
instability, while many authors think that there is a direct effect of climate and geography
on performance. Moreover, the theoretical reasoning for the instrument of Hall and Jones is
not strong. It is not easy to argue that the Belgian influence in the Congo, or Western in-

fluence in the Gold Coast during the era of slavery promoted good institutions or governance.

The problem with the instruments underlying the work and Persson and Tabellini (2003)
may be different (see the extensive discussion in Acemoglu, 2005). They motivate the in-
struments on the basis of the arguments proposed in Hall and Jones, yet these ideas apply
only to the former colonial world, not the entire world. Probably even more problematically,
even to the extent that one can tell a story linking latitude to the form of the constitution,
it seems highly unlikely that the form of the constitutions will be the only way that latitude
will influence the size of government, for instance. If there are other channels of influence
which we cannot control for then the estimate of the impact of the form of the constitution
on the size of government will be biased.

Not surprisingly, we find the reasoning for the Acemoglu, Johnson Robinson paper more

compelling. Here, the theory goes as follows:

(1) There were different types of colonization policies which created different sets of
institutions. At one extreme, as in the Belgian colonization of the Congo, European
powers set up “extractive states”. These institutions did not introduce much protec-
tion for private property, nor did they provide checks and balances against govern-
ment expropriation. In fact, the main purpose of the extractive state was to transfer
as much of the resources of the colony to the colonizer. At the other extreme, many
Europeans went and settled in a number of colonies, and tried to replicate European
institutions, with great emphasis on private property, and checks against government
power. Primary examples of this include Australia, New Zealand, Canada, and the
United States.

37



PoriticaL EcoNOMY LECTURE NOTES

(2) The colonization strategy was influenced by the feasibility of settlements. In places
where the disease environment was not favorable to European settlement, the for-
mation of the extractive state was more likely.

(3) The colonial state and institutions persisted even after independence.

These premises suggest that exogenous variation in whether Europeans could settle or
not would be a good instrument for institutional development in the colonies, and hence a
good instrument for current institutions. Acemoglu, Johnson and Robinson use mortality
rates faced by potential settlers at the time of colonizations as an instrument for settlements

and institutional development. Schematically:

(potential) settler early current current
. = settlements = . . e
mortality mstitutions mstitutions performance

The enclosed tables and figures give the details of the estimates from Acemoglu, Johnson
and Robinson (2001). We start with the OLS estimates for comparisons, using the same
measure of property rights enforcement, average protection against expropriation, shown in

the above figure.

Table 2
L5 Eegressions

Whole Base Whole  Whole Baze Base Whole Base
World  Sample  World  World  Sample  Sample World  Sample

(1) (<) (2 {4) (3) (6) (7) (&)
Diep. War islog output
Dependent Variable islog GDP per capita in 1995 pet worker in 1988
Average Protection Against 0.54 052 047 043 0.47 041 045 046

Expropriation Risk, 1985-1905 (0.04)  (0.08)  (0.06) (005 (006 (008  (0.04)  (0.06)

Latitude 0.89 0.37 160 092
049  (051) (0700 (0.63)

Asta Dummy 062 -0.60
(0.1 {0.23)
Africa Dummy -1.00 -0.80
(015 017
"Other" Continent Dummy 0,25 -0.04
(0.2m {0.32)
E-Squared 0.62 0.54 0.63 0.73 0.56 069 0.55 049
i) 110 & 110 110 & & 108 &1
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We also show the relationship between settler mortality and European settlements and

early institutions and the persistence of early institutions in the next table.

Table 3
Detenmunarts of Institutions
@] @) €] Q) &) (6 ) @ ] (10
Femel 4 Dependent Variable is Average Protection against Expropriation Fiskin 198505
Constraint on Executrve in 1900 0.32 0.26
(0.08) (0.09)
Democracy in 1900 0.24 0.21
(0.06) (0.07)
Constraint on Executive in First 0.25 0.22
Year of Independence (0.08) (0.08)
European Setflernents in 1900 320 3.00
(0.61) (0.78)
Log European Settler Mortality -0.61 0.51
(0.13) (0.14)
Latitude 120 1.60 270 0.58 200
(1.40) (1.50) (1.40) (1.51) (1.34)
R-Squared 0.2 0.23 0.24 0.25 0.19 0.24 0.3 0.3 0.27 0.3
MNumnber of Observations 63 63 2 62 63 63 6 i} i) 64
Femel B Dependent vayiable is Corstraint on Execitive Dependent variable is Dependent variable is
in 1900 Democracy in 1900 Buropean Settlements in
900
European Setflements in 1900 5.50 5.40 .60 810
(0.73) (0.93) (0.90) (1.20)
Log European Settler Mortality 0.32 -0.65 -1.22 -0.88 -0.11 0.07
(0.17y (0.18) (0.24) (0.25) (0.02) (0.02)
Latitude 0.33 3.60 1.60 7.60 0.87
(1.80) (170 (2.30) (240 (0.19)
R-Squared 046 0.46 0.25 0.29 0.57 0.57 0.28 0.37 0.31 047
Number of Observations 70 70 75 75 67 67 68 68 73 73

The following table shows the “first stages” and the “two-stage least squares” estimates

based on this identification strategy.
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Table 4
IV Regressions of logGDP per capita
Base Base Base Base
Sample Sample  Base Base Sample  Samgple
without  withowt Sample Sample with with Base Sample,

Base Base neo- neo-  without withowt Continent Continent dep. var. islog
Sample Sample Ewopes Europes Africa Africa Dummies Dummies output per worker
O] @ @ G )] ® @ @ @
FPanel A: Two Stage Least Squares
Average Protection Against 0.94 1.00 1.28 121 0.58 0.58 098 1.10 0.98
Expropriation Risk 19851995 (0.16)  (0.22) (0.36) 035 (010 @013 (0.30) (0.46) (0.17)
Latitude -065 094 004 -1.20
134 (149 034 13
Asia Dummy -0.92 -1.10
(0.40) (0.52)
Aftrica Dummy -0.46 -0.44
(0.36) (0.42)
"Other" Continent Dummy -0.94 -0.99
085 (0
Favel B: First-Stage for Average Profection against Expr opriafion Risk in 193595
Log Ewopean Settler lortality -0.61 -0.51 -0.39 -039 -1.20 -1.10 -0.43 -0.34 -0.63
013 ©19 (0.13) 014 (022) @O24 (0.17) (0.18) (0.13)
Latitude 2.00 -0.11 099 200
(139 (1.50) (1.43) (1.40)
AsiaDummy 033 0.47

(049)  (0.50)

Africa Dummy -0.27 -0.26
(0.41) (0.41)

"Other" Continent Dummy 124 1.1
(084) (0.84)

R-Bquared 0.27 0.30 0.13 0.13 0.47 0.47 030 033 028

The next three tables show the robustness of these results to variables that are potentially
threatening to the identification strategy, such as murder geographic controls and controls

for current health conditions.
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Table s

IV Regressions of log GDP per capita with Additional Controls

British  British
Base Base  colomes colonies  Base Bage Base Base Base
Sample  Sample  only only  Sample Sample Sample Sample Sample
() @) €] @) () (6) @ @ @)
Panel A: Two Sage Least Squares
Average Protection Aganst 1.10 1.16 1.07 1.00 1.10 1.20 0.92 1.00 1.10
Expropriation Risk, 1985-1995 (0.22)  (0.34)  (0.24)  (0.22)  (0.19) (0.29) (0.15) (0.25) (0.29)
Latitude -0.75 -1.10 -0.94 -1.70
{1.70) (1.56) (1.50) (1.6)
British Colonial Dummy -0.78 -0.80
(0.35) (0.39)
French Colonia Dummy -0.12 -0.06 002
(035 (042) (0.69)
French legal origin dummy 0.89 0.96 0.51
(0.32)  (0.39) (0.69)
p-value for Religion Variahles [0.001] [D.004] [042]

Log European Settler Mortality

Latitude

British Colonial Dummy
French Colonia Dummy
French legal origin
R-Squared

Average Protection Against
Expropriation Risk, 1985-1995

Nutnber of Observations

Panel B: First-Sage for Average FProtection against Expropriation Riskin 198595

-0.53
(0.14)

0.63

(0.37)
0.05
(043)

0.53
(0.19)

64

-0.43
(0.16)
1.97
(1.40)
0.55

(0.37)
-0.12
(0.44)

0.33

0.47
0.07)

64

-0.59 -051 -0.54 -0.44 -0.58
(0.19)  (0.14)  (0.13)  (0.14)  (0.13)
2.10
(1.30)
-0.67 -0.7
(0.33)  (0.32)
0.30 0.30 0.3z 0.35 0.32
Parel C" Ordinary Least Syuares
0.61 0.47 0.56 0.56 0.53
(0.09)  (0.06) (0.06) (0.06) (0.06)
25 25 64 64 fid

-0.44
(0.15)
2.50

(1.50)

0.35

0.47
(0.06)

fi4

-0.48
(0.18)
2.30
(1.60)

-0.25
(0.39)
-0.05
(0.91)
045

047
(0.06)

64
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Tabled
Fobustness Checks for IV Regressions of Log GDP per capita

Base Base Base Base Base Base Base Base Base
Sample  Sample Sample Sample  Sample  Sarple  Sample  Sample  Sample

(D @ €)] “@ 3 (6 )] @ )]

Famel A: Two Stage Least Sguares

Average Protection Against 0.34 0.83 0.96 099 1.10 1.30 0.74 079 071
Exzpropriation Risk, 1985-1995 (0,19 (021 (028 (030 (033 (05 (013 017 0.20)

Latitude 0.07 -0.67 -1.30 -0.89 2.5
(1.60) (1.30) (2.30) (1L00y  (1.60)

p-value for Temperature Vanables [0.96]  [0.97] [0.77]
p-walue for Humidity Variables [0.54]  [0.54] [0.62]

Percent of European descent in 1975 -0.08 003 03
(082 (034 (0.7

P-Value for Soil Quality [0.79]  [0.85] [0.46]
P-Value for Natural Resources [0.82]  [0.87] [0.82]

Dutntry for being landlocked 0.64 079 075
(0.63)  (0.83) (047

Ethnolinguistic fragmentation -1.00 -1.10 -1.60
(032) (@03 (047

Farel B: First-Stage for Average Protection agamst Expropriation Riskin 1985-95

Log European Settler Mortality -0.64 -0.59 -041 0.4 -0.44 0.34 -0.64 -0.56 -0.59
017 17 014 (015 (016 (017 (015 015 (0.21)

Latitude 270 0.43 220 2.30 4.20
(2.00) (1.50) (1.50% (140)  (2.60)

R-Squared 039 0.41 0.3 0.34 041 043 027 030 0.59

Fanel ¢ Ovdinary Least Squares

Average Protection Against 041 038 0.39 0.38 0.46 042 046 045 038

Expropriation Risk, 1985-1995 (0.06) (0.06) (006 (006 (007 (007 (005 (006  (0.06)
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Table 7
Geography and Health Variables
() 2 3) 4 )] (6) O] (8 9] (10) an
Instrument only
Instrurmenting only for Average Protection Against Instrume nting for all Right- Average Protect.
Expropriation Risk Hand Side Vanables Against Exprop. Risk
Panel A: Two Stage Least Squares
Average Protection Against 0.69 072 063 0.62 035 0.56 069 074 068 091 020
Expropriation Risk, 1985-1995 (025 (030) (028) (034 (024 (031) (026) (0D24) (023) (024 (0.32)
Latitude -0.57 053 -01
(1.04) (0.97) (0.95)
Malaria in 1994 057 060 -0.62
047 (047 {068)
Life Expectancy 003 0.03 002
002y  (0.02) (0.02)
Infant Mortality -0.01 -0.01 -0.01
(0005  (0.006) (0.01)
Panel B: First-Stage for Awerage Profection against Expropriafion Risk in 1983-93
Log Ewopean Settler Mertality 042 -0.38 034 -0.30 036 029 -0.41 -0.40 -0.40
019y (019 (017 (018  (018)  (0.19) 017 (017 (017
Latitude 170 1.10 1.60 -0.21 -0.24 024
(1.40) (1.40) (1.40) (180)  (180) (1.80)
Malaria in 1994 079 065
054 (055
Life Expectancy 0.0s 0.04
(002)  (0.02)
Infant Mortality -0.01 -0.01
(001 (001
Mean Teraperature 012 012 0.12
(005  (0D05) (003
Distance from Coast 057 0.55 0.55
051y (052) (0.52)
Yellow Fever Dummy -1.10 031
(0.41) (038)
R-Souared 03 031 034 0.35 032 034 037 036 036 010 032
Panel C: Ordinary Leas Squares
Average Protection Against 035 035 022 0.22 029 023 035 029 029 0.48 039
Expropriation Risk, 1985-1995 (006) (0D0&) (005 (005 (005  (005) 006y  (005) (003) (0.06) (0.08)
Nurmber of Observations 62 62 60 60 60 0 60 59 by 64 64

We also look briefly at some of the IV estimates of Persson and Tabellini, which confirmed
their OLS estimates, though much of the identification is based on an instrumental variable

strategy that is less clearly motivated and must rely on functional form assumptions.
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T'able 3 Size of government and constitutions:

Instrumental-variable, Heckman and Matching Estimates

(1) (2) () (4) (5) (©) ()
Dep. var. cgexp cpexp cpexp cpeap cgexp cpexp cgexp
pres -5.29 -11.52 .51 -4,22 -589 -2.23 -7.45
(218y™ (4.547™ (3.71y (3.99) (3.02y" (2.74) (2347
maj .21 £.77 -4.83 -418 -481 -5.34 -5.59
282y~ (1.987™ (319) (317) (3.41) (2.73y (2617~
Corts & Cols  Yes Yes col_tika col_wka, laon
Sarnple N s 0e 90s 90s s 0s
Endogenous  maj pres pres pres pres pres pres
selection maj maj maj maj maj
Estimation Heckman Heckman 25LS 25LS Stratification MNearest Kernel
ML ML neighbor
Eho 0.05 062
(0.29) (0.33)
Chi-2 3.29 223
Adj.R2 059 0.59
Obs. 75 75 75 75 &6 pres) 66( pres) 66( pres)
F0(mai) FO( mrag) 7 mmag)
Table 5 Composition of government and constitutions:
Instrumental variables, Heckman and Matching Estimates
1) (2) (2) (4) (5) (6) (7)
DEP var, saw ssw saw 35w aswr sy g5
pres 020 -2.38* 0.75 049 2.06 -228 379
(3.27) (133) (2.00) (214) (267) (1.79) (236)
maj -2.05% -4.27 521 321 -185 -190 -3.46
(112) .77 (1617 (1627 (1.61) (167) (184)
Conts & Cols Yes Yes col_uka col_uka laom
Sample s S0s s Q05 906 90s S0s
Endogenous pres maj pres pres pres pres pres
Selection maj maj maj maj maj
Estimnation Heckman Heckman xLs LS Stratification  Nearest Kernel
2-step Z-step neighbor
Rho -0.46 059
Chi-2 9.53% Q98"
Adj. R2 0.78 078
Obs. o4 &4 o4 o4 64 pres) 64(pres) 64 pres)
7O mag) 70{maj) 7O{mmaf)

2.3. A Sharper Natural Experiment

Perhaps the most extreme natural experiment useful to think of the effect of a broad

cluster of institutions is the separation of Korea between North and South Korea.

Until the end of World War II, Korea was under Japanese occupation. Korean indepen-

dence came shortly after the Japanese Emperor Hirohito announced the Japanese surrender

on August 15, 1945.
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After this date, Soviet forces entered Manchuria and North Korea and took over the
control of these provinces from the Japanese under the leadership of Kim Il Sung.

The U.S. supported Syngman Rhee, who was in favor of separation rather than a united
communist Korea. Elections in the South were held in May 1948, amidst a widespread
boycott by Koreans opposed to separation.

The newly elected representatives proceeded to draft a new constitution and established
the Republic of Korea to the south of the 38th parallel. The North became the Democratic
People’s Republic of Korea, under the control of Kim Il Sung.

These two independent countries organized themselves in very different ways and adopted
completely different sets of institutions. The North followed the model of Soviet socialism
and the Chinese Revolution in abolishing private property of land and capital. Economic
decisions were not mediated by the market, but by the communist state. The South instead
maintained a system of private property and the government, especially after the rise to
power of Park Chung Hee in 1961, attempted to use markets and private incentives in order
to develop the economy.

Before this “natural experiment” in institutional change, North and South Korea shared
the same history and cultural roots. In fact, Korea exhibited an unparalleled degree of
ethnic, linguistic, cultural, geographic and economic homogeneity. There are few geographic
distinctions between the North and South, and both share the same disease environment.

We can therefore think of the splitting on the Koreas 50 years ago as a natural experiment
that we can use to identify the causal influence of a particular dimension of institutions on
prosperity. Korea was split into two, with the two halves organized in radically different ways,
and with geography, culture and many other potential determinants of economic prosperity
held fixed. Thus any differences in economic performance can plausibly be attributed to
differences in institutions.

Consistent with the hypothesis that it is institutional differences that drive comparative
development, since separation, the two Koreas have experienced dramatically diverging paths
of economic development:

By the late 1960’s South Korea was transformed into one of the Asian “miracle”
economies, experiencing one of the most rapid surges of economic prosperity in history while
North Korea stagnated. By 2000 the level of income in South Korea was $16,100 while in
North Korea it was only $1,000. By 2000 the South had become a member of the Organiza-

tion of Economic Cooperation and Development, the rich nations club, while the North had
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a level of per-capita income about the same as a typical sub-Saharan African country. The

next figure showsthis evolution using data from Madison.

CDPper capita

—+— SauhKoea
— g Nothkorea

There is only one plausible explanation for the radically different economic experiences
on the two Koreas after 1950: their very different institutions led to divergent economic
outcomes. In this context, it is noteworthy that the two Koreas not only shared the same
geography, but also the same culture.

We should note here however that while this is a good natural experiment for some
questions, it won’t help on others. For example, it won’t tell us if particular aspects of the

institutions of South Korea (greater financial depth) were the key (Acemoglu, 2005).

2.4. Reversal of Fortune

The pattern of evolution of prosperity among the former colonies also paints a picture sim-
ilar to that of North vs. South Korea. Even leaving aside the issue of settler mortality, there
is a remarkable pattern to how prosperity is changed in much of the globe after European
colonization. The main pattern is dubbed “the reversal of fortune” by Acemoglu, Johnson
and Robinson (2002) because places that were previously prosperous became relatively less
prosperous after European colonization, and those that were non-urbanites, empty and less
prosperous became relatively more prosperous. Throughout, since there are no national in-

come accounts in 15th are 16th centuries anywhere in the world, we use proxies for prosperity,
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in particular urbanization rates (fraction of the population living in cities with 5000 inhab-

itants or more) and the population density. Acemoglu, Johnson and Robinson (2002) show

that these are good proxies for pre-industrial prosperity using a variety of methods.

The next figure uses urbanization rates in 1500.

GDP per capita, PPP,in 1995
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The pattern of reversal of fortune is clearly visible.

The next figure uses population density in 1500 and thus includes African countries, for

which there are no reliable urbanization rates around this time. This makes the reversal of

fortune even more striking.
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This reversal did not take place immediately after the Europeans arrived. Instead, it was
related to the fact that some nations took advantage of the wave of industrial technology at
the end of the 18th and throughout the 19th centuries. Others did not. The next two figures

illustrate this.
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Industrial Production Per Capita, UK in 1900 = 100
(from Bairoch)
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Finally, and perhaps most importantly, this reversal, in fact divergence, was related to
institutions. It was the interaction between industrialization opportunities and institutions
these countries developed, or saw imposed upon them, during colonization that determined
whether they took advantage of the industrialization opportunities. Those with institutions
that protected property rights and enabled new entrepreneurs and businessmen to enter did
so, those with extractive institutions failed. The next table provides evidence in line with
this hypothesis, looking at the effect of the interaction between institutions and frontier

industrialization on development in a panel of former colonies.
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FormerGoboks, FormerColoniss, FormerCokoiks,  Former ek ks,

with swragm withawoam with swm withswram
Former Colonde, Fomerloboiy, ivtihdion Hiroch iwtittienw fHroxh itimte w foroach it 1 o
T mot B bezde, withawzagm wifh m oy, comminy, conuiny, oy,
FormerCskais, Formar & ok 2y, FormerBeloni,  wingoslbdatapm- ot Srsch intiteons fread @ nping ingneing i g wing @ i e
wing oxby pm-1950 wingdsathmngd  wingenkepoe 250 1250 snd fox SOty Wiy enly o oing wingende ¢oter morndity; ook coter me otaliy, ¢nhy et merhlitg o nhee et merhlifg o
Lt 1980 {alldsta) E indopendunt comtzie  pm-l9S0 duh ol 950 data F-l950 dut prlP0 dute 1950 dut F-l950 dut
m @) ) @ (5) @ ) (8) ® (10
Favel A: Dependent Pariable is dustrial Producfion Fer Capifa
TE Indus trialization®*Ins tita ions 0132 0132 0.145 0.160 0.202 0206 0.163 0.169 0156 0.15%
(0 026 (0.027) (0035 (0 048 (0019 022 (0.030Y (1032 (065 (0.063)
Instituticms 3.97 -3.36 10.51 748
(2.30) (4 46) (3.50) (951)
Indsperdence =143 6.4 1.1 20
1259 ¢11.4) (12 6) ¢14.2)
TE Indus trializaticn*Indepardence -0.12 -0.042 0.04s 0oa
21y (0.12) {0.13) w7
K Indus tializaticnt*Latibnde 0.13 01z
(10.50) (0 48)
R-5 quared 0.73 0.74 073 0.54 0.89 0.89 088 038 087 087
Hurwh er of Obs ervations 59 75 59 32 59 59 59 59 59 59

FPanel B: Dependert Variable is Log GDF Fer Capifa

Log UK Indus trialization*Irs i iors 0.072 0.060 0.073 0.07e 0.135 0.130 0.159 0.150 0116 0111
{0022 ¢0.017 (0,027 {0.025) {0021 (0.026) (0.032) {0.038) {0067y £0.073)
Institaticms -0.027 -00&4 -0.10 -0.11
{0.025) ¢0.028) {004 (0.04)
Independence 0a7 0.1z 010 onie
Mmam (0.13) M0.13) M.16)
Log UK Indus tiahzation*[rdeperdence 00zs -0.008 0042 onla
0.1 (0.093) (0.11) 0.1
Log UK Indus tialization™*Latitade 0.42 0.4z
(0,49 054
E-5quared 0.95 0.92 no9s 0.9 096 0.9 096 094 0.9 096
Hurb er of Obs ervations 749 131 749 46 7 0 749 7 0 749

Overall, the evidence is fairly conclusive that:

(1) Countries that are rich today, especially among the former colonies, are those that,
for one reason or another, ended up with good institutions. Somewhat surprisingly,
among the former colonies, these are countries that were relatively poor in 1500,
before the colonization process started.

(2) These countries became rich, mostly by taking advantage of industrialization oppor-
tunities.

(3) There is a strong interaction between relatively good institutions and the capacity

of an economy to take advantage of industrialization opportunities.

2.5. Weak and Strong Institutions?

There is also some evidence for the importance of weakly institutionalized environments.
Jones and Olken (2005) examine the impact on growth rates of a leader dying in office. They
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look at whether this exogenous change in the identity of leaders has an impact on growth.

The following table illustrates the kinds of events they are focusing on.

TABLE IT
DeatTns orF NatTional LEapeErs DulE 7O ACCIDENTAL OR INaTURAL CAusES

Year of Tenure

Country Leader death years) Mature of death

Algeria Houari Boumediene 1978 13.5 Waldenstrom’s disoase
(blood disorder)

Angola Agostinho Neto 1979 3.9 Cancer of the
pancreas

Argentina Juan Peron 18974 St Heart and kidney
failura

Australia John Curtin 1945 3.7 Heart attack

Aunstralia Harold Holt 1967 1.9 Drowned while skin-

diving in Port
Philip Bay

Barbados John (Tom) Adams 1985 8.5 Heart attack

Barbados= Errol Barrow 1987 1.0 Na cause of death
announced

Bolivia Rene Barrientos 1969 2.7 Holicopter crash

(Ortuna

Botawana Sir Seretse Khama 1980 13.8 Cancer of the stomach

Brazil Arthur da Costa e Silva 1969 2.8 Paralytic stroke, then
heart attack

China Mao Teo-tung 1976 26.9 Parkinson's discase

China Deng Xiaoping 1997 19.2 Parkinson's diseasze

Comoroa Prince Jaffar 1978 4 While on pilgrimage
to Mecea

Comoras Mohamad Tala 18998 2.7 Hoart attack

Cote d'Tvoire Felix Houphouet-Boigny 1993 33.3 Following surgery for
prostate cancer

Denmark Hans Hedtoft 1855 1.53" Heart attack in hotel
in Stockholm

Denmark IMans Hansen 1960 5.0 Cancer

Dominica Raoosevelt Douglas 2000 .7 Heart attack

Eeuador Jaime Roldos (CAguilera) 1981 1.8 Plane crash in Andes

Egvpt Cramal Abdol Nassor 1970 16.9 Heart attack

France Groorges Pompidou 1974 4.8 Cancer

Gabon Leon Mba 1967 7.3 Cancer (in Paris)

Grecce teorgios 11 1947 11.4 Heart attack

Grenada Herbert Blaize 1859 &0 Prostate cancer

Guinea Sekou Toure 1984 26.5 Heart attack during
surgery in Cleveland

Guyana Linden Burnham 1985 19.2 During surgery

Cuyana Cheddi Jagan 1997 4.4 Heart attack a few
weooks after heart
surgery

Haiti Francois Duvalier 1971 13.5 Heart disease

Hungary Jozsef Antall 1993 3.6 Lymphatic cancer

Teeland Bjarni Benediktsson 1970 &7 House fire

India Jawaharlal Nehru 1964 16.8 Stroke

India Lal Bahadur Shastri 1966 1.6 Heart attack

Tramn Avatollah Khomeind 1989 10.3 Following surgery to
stom intestinal
bleeding

lzrael Levi Ezshkol 1969 5.7 Heart attack

They find large growth effects, though on average growth does not get better or worse

(some leaders are good, some are bad). Some of the most fitting pictures are shown next.
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DO LEADERS MATTER?
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More interesting than the result that “leaders matter” is the one that leaders matter only
in autocracies and not in democracies. This is evidence in favor of the idea that when there
are fewer formal constraints on individual politicians, such as the accountability inherent in
democratic elections, they can have a large impact on growth.

They also find that among autocrats, there is a particularly strong leader effect in regimes

without political parties, but no effects when there are political parties.

2.6. Which Institutions Matter?

The empirical discussion so far emphasized the importance of “institutions”.

But these institutions are still something of an amalgam of different elements - a “black

2

box”.
For example, in Acemoglu, Johnson and Robinson the proxy for institutions is a measure
of security of property rights. But there are two problems:
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(1) many other dimensions of institutions are highly correlated with security of property
rights, so it is difficult to know which of many institutional features matters more:
the security of property rights, democracy, and independent judiciary etc.? For this
reason, Acemoglu, Johnson and Robinson often refer to “a cluster of institutions”.
But this feeds into the second problem.

(2) suppose that we are convinced of the importance of institutions. Then what do we
do? What features of institutions do we try to change? Do political institutions

matter? If so which? Is it the formal or the informal institutions?

Empirical work on this topic would be very useful, but the problem is going to be one of
identification: it is virtually impossible to find exogenous (simultaneous/independent) sources
of variation in different components of institutions.

One recent paper attacking these issues is Acemoglu and Johnson (2005). They examine
the independent role of secure property rights, what they call “property rights institutions”
as compared to “contracting institutions.” They think of the former as mediating the re-
lationship between the private sector and the state, while the latter mediates relationships
between private individuals. The first is measures by the types of variables used by Ace-
moglu, Johnson and Robinson, such as protection against expropriation risk. To measure
the second they use data from Djankov et al. (2003) and the World Bank on the extent of
legal formalism—for example, the number of procedures necessary to collect on a bounced
check, and an index of procedural complexity, measuring the difficulties in resolving the case
of an unpaid commercial debt. They instrument the property rights by settler mortality
and contracting institutions by legal origins. The IV results suggest that while contracting
institutions are important for such things as the form of financial intermediation, they do
not have a significant effect on growth. Property rights institutions, on the other hand have
statistically and quantitatively important have effects on both growth, investment and overall
financial development.

We reproduce some key tables, which show the importance of “property rights institu-
tions”.
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TABLE 3

FIRaT-5TacE RECRESSIONSG FOR CONTRAGTING AND PROPERTY RIcHTa [NSTITUTIONS

[OLE, Bample of Er-Colonies)

(1) (2) (2 (4) (5) (8]

English legal origin
Log settler mortality

Loz population density
in 1500

F2in first stage

Dbservations

English legal origin
Log settler mortality

Log population density
in 1800

F2 in first stage

Observations

Panel A Measure of Contracting [nstitutions

Dependent Vari- Dependent Vari- Dependent Vari-

able: Legal able: Procedural able: Number of
Formalism Complexity Frocedures
—-198 —1.7a —2.28 —2.24 —11.29 —1%.39
(28) (.20) (.34) (.29 (3.31) (2.88)
09 —.03 159
(09) (1.3} (1.29)
04 —.13 —.38
(.06} (.88) (.84)

B4 ot 47 47 23 22
53 64 60 63 61 59

Panel B. Measure of Froperty Rights Institutions

Dependent Vari-

Dependent Vari- able: Protection

Dependent Vari-

able: Constraint against able: Private
on Executive Expropriation Froperty
— 002 05 B0 a7 N N
(48] (43) (:21) (.30) (-22) (.18)
— 66 -7 —.30
(.19) (.12) (.09)
—.40 —.36 —.29
(.13} (.09) (.05)
21 15 50 85 37 47
51 60 3] 57 52 60

MoTe —Standard errore are in parenthases, All regrassions are croesesctona OLE with one obesrvation per coutinry.
For detadled sources and definitions, see App. twable Al
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TABLE 4
CONTRAGTING VS, PROPERTY RIGHTS INSTITUTIONS: GDP PER CAPITA AND INVESTMENT-
GDP RaTio (25L3)

INSTRUMENT FOR PROPERTY RIGHTS INSTITUTIONS

Log Log Log Log Log Log
Settler Populationn ~ Semler Sanler Sattler Settler
Mortality Dansity Mortality Mortality DMortality DMortality
1) ) (3) “) &) (®)

Panzl A, Dependent Variable: Log GDP per Capita,
Szcond Stge of 2518

Lezal formalista 05 —.002 35 25
(24) (21) (.1%) (45)
Procedural coraplexity .37
17
Mumber of procedurss .02
(.04)
Constraint on sxzoutive 99 88 B4 83
(29) 27 (.18) (.23)
Awverags protection Q9
ageinst risk of (.16)
eXpropriation
Frivate proparty 2.45
(81)
Results in Equivelsnt OLS Spedfiction
Measure of conwacting —.16 =13 —.050 —.013 11 01
instinations (100 (.10) (.07) (.009) (.09) .10
Measure of property 31 29 G4 .52 63 74
rights instituti ons (.07) (.07) (.06) (.06) (.08) (.14)
Obserwtions 51 60 60 61 51 52
PFanel B. Dependent Yariable: Investr ent-GDP Ratio,
Second Smge of 2518
Legal forraalism —.80 —134 57 3.83
(L5E) (1.37) (1.08) (2.52)
Procadural comaplaxity —.60
(1.10)
Mumbzr of procadurss —.03
(23)
Constraint on execuative 4.70 424 421 4.06
(187) (1.77) (1.20) (1.44)
Awverage protection 4.68
ageinst risk of (1.11)
expropriation
Frivate propernty 13.16
(457
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TABLE 5
CONTRACTING V5. PROPERTY RIGHTS INSTITUTIONS: PRIVATE CREDIT AND STOCK
MARKET CAPITALIZATION (25LS)

INSTRUMENT FOR PROPERTY RicHTS INSTITUTICNS

Log Log Log Log Log Log
Settler Population Settler Settler Settler Settler
Mortality Density Mortality  Mortality Mortality  Mortality
(1) (2) (3) (4) (5) (8)

Panel A Dependent Variable: Credit to Private Sectorn,
Second Stage of 2313

Legal formalism —.08 —-.02 —.01 16
(.08) (.08) {.07) (14)
Procedural complexity —.05
(.08)
MNumber of precedures —.010
(.012)
Constraint on executive 27 17 24 22
(.10) (07 (.08) (.07)
Average protection 28
against risk of .07
expropriation
Private property S0
(.25)
Eesults in Equivalent OLS Specification
Measure of contracting —.13 -.11 —.059 —.0086 —.09 —.0g
institu tions (.04} (.04} (.030) (.003) (.04} (.04}
Measure of property 08 06 .08 071 13 21
rights institutions (.03) (.02) (.02) (.02} (.04) (.0B)
Observations 51 &0 &0 61 5l 52

Panel B. Dependent Variable: Stock Market Capitalization, Second
Stage of 2313

Legal formalism —.16 —.14 —.10 04
{.07) (.05) (.07} (.10)
Procedural complexity —-.11
(.08)
MNumber of procedures —.022
(.013)
Constraint on executive 20 13 19 14
(.09) (07 (.08) (.08}
Average protection 21
against risk of (.07}
expropriation
Private property b4
(.20)

Similarly, Acemoglu and Johnson (2005) show that these patterns are robust to a variety

of controls and additional specification checks.

2.7. Within Country Variation

Problems of omitted variables are likely to be endemic to cross-country empirical work.
One alternative strategy is to exploit variation within a country. There are several recent
papers along these lines relevant to the discussion. Banerjee and Iyer (2005) and Iyer (2004)
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examined the impact of colonial institutions in India on variation in modern economic out-
comes, such as agricultural productivity at the district level. They exploit variation in the
timing of the creation of different system of taxation and different annexation policies to
indentify the causal effect of taxation systems and British occupation. These papers find
that districts where the British did tax farming in the 19th century (sold the right to levy
taxes to Zamindars) and places which the British ruled directly (as opposed to being ruled
indirectly through Indian Princes), have worse economic outcomes today.

Besley, Persson and Sturm (2005) have recently looked at the impact of political com-
petition on economic growth using within-US evidence. They exploit political reforms of
the 1960s, particularly the changes embodied in the 1965 voting rights act (abolition of poll
taxes and literacy requirements) which were designed to enfranchise blacks in the US South.
Using these changes as an instrument for political competition they find large positive ef-
fects of greater political competition on growth. They present evidence that the effect works
through a more pro-business environment - greater political competition reduces total taxes
and corporate taxes in relation to income.

For those of you who studied Meltzer and Richard’s seminal (1981) paper these results
are rather surprising. They were trying to argue that democratization historically in the US
led to the median voter preferring greater amounts of redistribution, something which led to
an expansion in the size of the government. What BPS find is that democratization in the
US South in the 1960s, led to less redistribution!

We reproduce some key tables.

2.8. Micro Evidence

There is also careful micro evidence on the impact of institutions, such as that from
Besley (1995), Field (2003, 2005), Galiani and Schargrodsky (2004) and Goldstein and Udry
(2005).

For example, Besley investigates the effect of property rights over land in Ghana on
investment. In particular, he looks at whether households with the right to sell, rent, mortgage
and pledge the land invest more (he proxies investments by planting new trees, or drainage,
land excavation, irrigation or manuring). He typically finds that households that report
to have property rights over their land (the right to sell, mortgage etc.) undertake more
investments.

A possible concern with these results, as with the aggregate correlations is that of omitted

variable bias. Fields with good characteristics may have induced their owners to obtain
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property rights over them, and will also be naturally more productive, and therefore perhaps
induce greater investments. Alternatively, differences in property rights and productivity
may reflect heterogeneity among households. In these cases, the association between property
rights and investment would not reflect the causal effect of better property rights enforcement
on investment.

Besley tries to deal with this problem using an instrumental-variables approach, using
the method of land acquisition as an instrument for whether there are property rights over
the land. These IV estimates give similar results, but one might be concerned that these
instruments do not really solve the endogeneity problem, since it may be different types
of lands or households with different characteristics that engage in different types of land
transactions.

Recent research by Field and Galiani and Schargrodsky has provided more convincing
evidence of the impact of property rights. Both studies exploit very nice natural experiments
where the allocation of property rights (titling) was exogenous in the sense of being indepen-
dent of the underlying characteristics of the land or the people who benefitted. Galiani and
Schargrodsky find a large impact of this on investment by people in their properties, but sur-
prisingly find no effect on the credit market (the fact that people with a title have collateral
for a loan does not seem to influence transactions in financial markets). Field (2005) finds
very consistent results from her research in Peru.

Field (2003) also finds large effects of increasing the security of property rights on labor
supply because people with insecure titles have to spend more time occupying their property
to guarantee their rights.

Goldstein and Udry (2005) study the impact of property rights in land in rural Ghana.
They show that women fail to fallow the land they farm, with large adverse effects of produc-
tivity. When women farm, they own the crops they plant, but the land remains communal
property. The reason for the absence of fallowing is that if they fallow it, their user rights
become insecure because land which is not being farmed can be re-allocated. In particular
Goldstein and Udry show that it is because women lack political rights that they cannot
influence how chiefs allocate user rights to plots and this is why they do not fallow. As with
the Field paper this paper shows that “possession is 9/10ths of the law” but it shows that
possession is socially costly.

The following table from Goldstein and Udry shows the role of “political power” in the
village on. There evidence clearly shows how office holders, people with de jure political

power, fallow more and thus have more productive land.
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Table 1: Perceptions of Land Rights
Percent of Cultivated Plots on which Respondent Claims

Percent of Plots

b Right te: Fallowed more than
term i s
etermine RentOut  Lend Out Sell Six Years
Inheritance

(1) 2) &) ) )
Non-office holders 6 22 32 15 13
Office holders 26 53 60 32 22
t-test for equality 6.41 6.74 5.83 4.34 2.14
Numbher of observations 575 376 576 575 406

A point worth noting is that if the question of interest is whether institutional differences
have aggregate consequences, this question is very difficult to answer with microdata. The fact
that households that have property rights over their land in a given institutional structure
behave differently does not imply that all households will start behaving differently once
the aggregate extent of property rights enforcement changes. There will be composition,
selection, and substitution effects. Therefore, micro evidence is not a perfect substitute for
macro evidence, though issues of causality are often better addressed at the micro level.

Taken together, these results, nevertheless, weigh in favor of a view in which institutions
are not simply adapting to differences in economic environments, but also cause an important

part of these differences in economic environments and economic outcomes.

2.9. Interpreting the Evidence

How can we interpret the above evidence and a large body of other quantitative and
qualitative work reaching similar conclusions?

We will argue that this evidence is inconsistent with the “efficient institutions” view and
also largely inconsistent with the pure “ideology/beliefs” view.

In addition, many of the details make much more sense in the context of theories where
individuals and social groups make decisions understanding their consequences, and this
includes also the consequences of different sets of political and economic institutions.

This suggests that the umbrella of “social conflict theories” is the most appropriate one

(of course, other approaches will be quite fruitful as well).
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To emphasize the differences between various approaches and build a simple taxonomy,
consider the following setup from Acemoglu (2003), with Y denoting aggregate output or con-
sumption, which we take to represent social welfare (thus avoiding some of the complications
that come from Pareto comparisons, and focusing on the main point here).

Moreover, suppose that we can write
Y =F(X,P),

where X is a vector of economic, geographic, social or other characteristics that are taken as
given and directly influence economic outcomes, and P is a vector of policies and institutions
that can potentially affect the outcomes of interest.

Define P (. | X) as the set of policies that maximize output, given a vector of character-

istics X, i.e.,
Pr(X)eP(.|X) < P*(X)e argmng(X,P).

The Political Coase Theorem (or the efficient institutions view) maintains that there are
strong forces leading societies towards some P* (X) in P(. | X). The underlying idea is that if
a society is pursuing a policy P (X) ¢ P (. | X), then a switch to P* (X) € P(. | X) will create
aggregate gains. If these gains correspond to a Pareto improvement, then all political systems
will implement this change. If the change creates only a potential Pareto improvement, then
part of the gains can be redistributed to those that are losing out via various mechanisms,
or at the very least, the winners can lobby or vote for the beneficial change.

To the extent that P (. | X) is not a singleton, we can observe considerable policy differ-
ences across two identical societies, but the performance of these two societies should not be
appreciably different. An example could be differences in policies regarding the role of the
government in the economy between the Anglo-Saxon economies, in particular, the U.S. and
the UK, and Continental European countries, which do not seem to lead to major differences
in the economic performance between these two sets of countries.

The problem of interpreting evidence on the relationship between a measure of institutions
(or policies, or regulation etc.) and economic outcomes is the following. For two societies
with characteristics X and X’ # X, we typically have F (X, P* (X)) # F (X', P*(X')), and
moreover, F (X, P* (X)) > F (X, P*(X’)) and F (X', P* (X)) > F (X', P* (X)).

This discussion implies that to refute the applicability of the Political Coase Theorem,
we need to find systematic evidence that there are societies choosing P while F' (X, P) <
F (X, P') for some feasible alternative P’, or simply that P ¢ P (.| X). That is, we need to
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show that there are societies that persistently pursue wrong policies, with significant output
and welfare consequences.

At this point, it is also useful to introduce another variant of the efficient institutions
view (or of PCT).

Theories of Belief Differences (Modified PCT): Assume that some subset of X, X, is
uncertain. To simplify the notation while elaborating on this, suppose that P (. | X) is a sin-
gleton, in particular P (. | X)) = P* (X). Moreover, imagine that X = (X., X,,), and suppose
that P* (X., X,) # P* (X., X],) whenever X,, # X/, that is, these uncertain characteristics
affect which policies are right for the society. Suppose that politicians (or the society at large)
have beliefs, denoted by G (X,), over the actual distribution of X,. Also suppose that social
welfare maximization corresponds to the maximization of expected aggregate output. Then

define
P*(X.,G) € argmgx/F(Xc,Xu,P) dG.

Now two societies with the same X., and the same ex post realization of X,, may choose
different policies because their ex ante beliefs over the payoff-relevant characteristics, the
X,’s, are different. Given a particular realization of X, some societies among those with
the same X. and X, will be richer than others, i.e., typically F (X., X,, P*(X.,G)) #
F(X., Xy, P*(X.,G)) for G £ G'.

For example, the North Koreans may be choosing socialist policies and government owner-
ship because they believe those are the policies that will increase welfare, while South Korea,
which presumably had the same characteristics, X, and X, chose a capitalist development
path. Ex post, the South Koreans turned out to be right, hence they were the ones who
adopted the right policies, and the ones who prospered, while North Koreans today suffer
poverty and famine.

To refute the class of models in this group, we need to show that there are societies that
pursue policies that could not be the right policies under any plausible scenario. In other
words, denoting the set of admissible beliefs by G, if, for two feasible policies, P and P’,
[ F(X.,X,,P)dG > [ F(X., Xy, P)dG for all G € G, then we should never observe P.

Finally, according to the Theories of Social Conflict, societies often, knowingly, choose
some policy vector P (X) ¢ P(. | X), because policies and institutions are chosen to maximize
the payoffs of those who hold political power, not to maximize social welfare or aggregate
income. To emphasize the difference between this approach and the Political Coase Theorem,
imagine another vector of variables Z, which do not directly affect Y, thus P* (X) is inde-

pendent of Z. These variables may nonetheless influence the “equilibrium” policy, so we can
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have P (X, Z). Changes in Z will have no direct effect on output, but may have a powerful
indirect impact by influencing the gap between P (X, Z) and P*(X). In other words, we
need to find a variable, Z, that is like an instrument in econometrics: it influences X, but
has no direct effect on F.

At this level of generality, Theories of Social Conflict are more like a residual group; if we
can show that certain societies systematically, and knowingly, pursue inefficient policies, we
are in the realm of Theories of Social Conflict. But the usefulness of these theories depends, in
turn, on whether they can pinpoint an interesting mechanism for why political and economic
bargains are not struck to achieve better policies and institutions (i.e., what are the salient
“transaction costs” preventing the PCT from applying?), and whether we can identify a
range of institutional or other social variables, the Z’s, that affect the degree of inefficiency
of policies.

How do we interpret the evidence?

The sources of exogenous variation in the above discussions corresponds to Z in terms of
this framework. They do not have a direct effect on what appropriate institutions should be,
but they change the equilibrium institutions.

These Z-induced changes have had a big effect on equilibrium institutions and through
that channel on economic outcomes. This suggests the importance of thinking through models
in which interest of various actors and social groups, not some overarching efficiency objective,
determine equilibrium institutions.

What about belief differences?

Is it possible that Kim Il Sung and Communist Party members in the North believed that
communist policies would be better for the country and the economy in the late 1940s? Is it
possible that European colonists in the Caribbean thought that slavery would be better for
the slaves?

The answer to the second question is clearly no. That’s a clear example of where it was
not the least differences, but social conflict guiding the formation of equilibrium institutions.

What about the first? Perhaps early on that’s how communist party members thought.
However, by the 1980s it was clear that the communist economic policies in the North were
not working. The continued efforts of the leadership to cling to these policies and to power
can only be explained by those leaders wishing to look after their own interests at the expense
of the population at large. Bad institutions are therefore kept in place, clearly not for the
benefit of society as a whole, but for the benefit of the ruling elite, and this is a pattern we

encounter in most cases of institutional failure that we discuss in detail below.
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CHAPTER 3

A Review of Dynamic Games

In the rest of the lectures, we will make frequent use of dynamic models of politics, and
this will necessitate analysis of dynamic games. Here I provide a brief review of a number of
key concepts. Typically we will deal with infinity-repeated discounted dynamic games. The
difference between dynamic games and infinitely repeated games is that in dynamic games,
there is an underlying state, which evolves over time as a result of the actions by players and
by nature. Dynamic games are also sometimes referred to as “stochastic games” following

the early article by Lloyd Shapley on this topic.

3.1. Basic Definitions

Let us consider the following class of games. There is a set of players denoted by A/. This
set will be either finite, or when it is infinite (especially uncountable), there will be more
structure to make the game tractable and thus variants of the theorems here applicable. For
now, let me focus on the case in which N is finite, consisting of N players. Each player i € N/
has a strategy set A; (k) C R™ at every date, where k € K C R" is the state vector, with
value at time ¢ denoted by k;. A generic element of A; (k) at time ¢ is denoted by a;, and

a; = (ait, ...,any) is the vector of actions at time ¢, i.e.,

N
a; € A(ky) = [ Ai (ke).
i=1
I use the standard notation a_; = (@1, .Gi—1¢,Git1t,..,ant) to denote the action vector

without 4’s action, thus we can also write a; = (@i, a—jt).

Each player has an instantaneous utility function w; (a¢, k) where
Uj : Ax K —R

is assumed to be continuous and bounded.

Each player’s objective at time £ is to maximize their discounted payoff

o0
(3.1) Uit = By Zﬁsui (Gits, Kits)
s=0
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where 8 € (0,1) is the discount factor and E; is the expectations operator conditional on
information available at time ¢ (here I am already not indexing E; by i, since the focus will
be on games with perfect monitoring or perfect observability; see below).

The law of motion of the state vector k; is given by the following Markovian transition

function

(32) q (kt+1 ’ ag, kt) )

which denotes the probability density that next period’s state vector is equal to ki1 when
the time ¢ action profile is a; € A (k;) and the state vector is k; € K. I refer to this transition
function Markovian, since it only depends on the current profile of actions and the current

state. Naturally,
[ee)
/ q(k|at,ki)dk =1 for all a; € A(ky) and k; € K.

Next, we need to specify the information structure of the players. We focus on games with
perfect observability or perfect monitoring, so that individuals observe realizations of all past
actions (in case of mixed strategies, they observe realizations of actions not the strategies).

Then, the public history at time ¢, observed by all agents up to time t, is therefore
ht = ((Z[), ]{30, ceey Qi k‘t)

the history of the game up to and including time ¢. With mixed strategies, the history would
naturally only include the realizations of mixed strategies not the actual strategy. Let the
set of all potential histories at time ¢ be denoted by H’. It should be clear that any element
ht € H! for any t corresponds to a subgame of this game.

Let a (pure) strategy for player ¢ at time ¢ be
Oit : H ' K — A,

i.e., a mapping that determines what to play given the entire past history h'~! and the current
value of the state variable k; € K. This is the natural specification of a strategy for time ¢
given that h!~! and k; entirely determine which subgame we are in.

A mixed strategy for player i at time ¢ is
Ot : H'x K — A(Ay),

where A (A4;) is the set of all probability distributions over A;. We are using the same notation
for pure and mixed strategies to economize on notation. Let o; = (01, 042..., 0ino) the strategy

profile of player ¢ in the infinite game, and let o; [t] = (0, ..., 0ico) the continuation strategy
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profile after time ¢ induced by o;. Finally let S; be the set of all feasible o;’s, and S; [t] the
set of all feasible o; [t]’s. As usual, S =[]\, S;, etc..

As is standard, define the best response correspondence as

BR (o_;[t] | " k) = {o;[t] € S; [t] : 0; [t] maximizes (10.50) given o_; [t] € S_; [t] }

DEFINITION 3.1. A Subgame Perfect Equilibrium (SPE) is a strategy profile o* =
(0%, ...,0%) € S such that o} [t] € BR (o*, [t] | 1, kt) for all (h*™1, k) € H'! x K, for all
i€ N and for allt =0,1, ...

Therefore, an SPE requires strategies to be best responses to each other given all possible
histories, which is a minimal requirement. What is “strong” (or “weak” depending on the
perspective) about the SPE is that strategies are mappings from the entire history. As a
result, in infinitely repeated games, there are many subgame perfect equilibria. This has
prompted game theorists and economists to focus on a subset of equilibria. One possibility
would be to look for “stationary” SPEs, motivated by the fact that the underlying game itself
is stationary, i.e., payoffs do not depend on calendar time. Another possibility would be to
look at the “best SPESs,” i.e., those that are on the Pareto frontier, and maximize the utility
of one player subject to the utility of the remaining players not being below a certain level.

Perhaps the most popular alternative concept often used in dynamic games is that of
Markov Perfect Equilibrium (MPE). The MPE differs from the SPE in only conditioning
on the payoff-relevant “state”. The motivation comes from standard dynamic programming
(also known as Markov Decision Problems), where an optimal plan is a mapping from the
state vector to the control vector. MPE can be thought of as an extension of this reasoning
to game-theoretic situations. The advantage of the MPE relative to the SPE is that most
infinite games will have many fewer MPEs than SPEs in general.

We could define payoff relevant history at time ¢ in general as the smallest partition of
Pt of H! such that any two distinct elements of P! necessarily lead to different payoffs or
strategy sets for at least one of the players holding the action profile of all other players
constant.

In this case, it is clear that given the Markovian transition function above, the payoff

relevant state is simply k; € K. Then we define a pure Markovian strategy as
0;: K — A;,
and a mixed Markovian strategy as
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Define the set of Markovian strategies for player ¢ by S; and naturally, S = Hf\il S;.

Notice that I have dropped the t subscript here. Given the way we have specified the
game, time is not part of the payoff relevant state. This is a feature of the infinite-horizon
nature of the game. With finite horizons, time would necessarily be part of the payoff-relevant
state. Naturally, it is possible to imagine more general infinite-horizon games where the payoff
function is w; (ay, k¢, t), with calendar time being part of the payoff-relevant state.

Note also that 6; has a different dimension than o; above. In particular, while &; assigns
an action (or a probability distribution over actions) to each state k € K, while o; does so for
each subgame, i.e., for all (ht_l, kt) € H'! x K and all t. To compare Markovian and non-
Markovian strategies (and to make sure below that we can compare Markovian strategies
to deviations that are non-Markovian), it is useful to consider an extension of Markovian

strategies to the same dimension as ;. In particular, let &} be an extension of ; such that
6 K x HT — A(4)

with &7 (k,h'™1) = 6, (k) for all B! € H'™! and k, € K. Define the set of extended
Markovian strategies for player ¢ by S}’ and naturally, S = Hf\; 1 gl’ Moreover, as before, let
6", be the continuation strategy profile induced by &7 after time ¢, and 6/_*“ be the continuation
strategy profile of all players other than i induced by their Markovian strategies 6*,. I will
refer both to 6; and its extension &} as “Markovian strategies”.

Let us next define:

DEFINITION 3.2. A Markov Perfect Equilibrium (MPE) is a profile of Markovian
strategies 6 = (675,...,6%) € S such that the extension of these strategies satisfy 67 [t] €

BR (6" [t] | K'Y, ki) for all (h'™1 ki) € H'™! X K, for alli € N and for allt = 0,1, ...

Therefore, the only difference between MPE and SPE is that we restrict attention to
Markovian strategies. It is important to note that, as emphasized by the extension of the
Markovian strategies to 67 € §/ and the requirement §/* [t] € BR (6™ [t] | h*~1, k¢), which
conditions on history ht, we do not restrict deviations to be Markovian. In particular, for
an MPE, a Markovian strategy ; must be a best response to ¢;_; among all strategies
oi - H71 x K — A (A;) available at time ¢.

It should also be clear that an MPE is an SPE, since the extended Markovian strategy
satisfies 6 [t] € BR (6" [t] | k', k), ensuring that 67 is a best response to 6*; in all
subgames, i.e., for all (ht_l, k:t) € H*=! x K and for all t.
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3.2. Some Basic Results

The following are some standard results and theorems that are useful to bear in mind for
the rest of the course. First, we start with the eminently useful one-stage deviation principle.
Recall that o; [t] = (04, ..., 0i00) denotes the continuation play for player ¢ after date ¢, and
therefore o; [t] = (ai, o} [t + 1]) designates the strategy involving action a; at date ¢ and

then the continuation play given by strategy o} [t + 1].

THEOREM 3.1. (One-Stage Deviation Principle) Suppose that the instantaneous pay-
off function of each player is uniformly bounded, i.e., there exists B; < oo for alli € N such
that supgc i aca(r) Wi (a, k) < Bi. Then a strategy profile o* = (07, ...,0%) € S is an SPE [re-
spectively 6* = (6%, ...,6°%) € S is an MPE] if and only if for alli € N, (A1 k) e HE I K
and time t and for all ay € A (kt), 0i[t] = (ai, o} [t + 1)) [resp. &5 = (aw, 67 [t + 1])] yields
no higher payoff to player i than o [t] [resp. &3 [t]].

PrOOF. (Basic Idea) Fix the strategy profile of other players. Then the prob-
lem of individual ¢ is equivalent to a dynamic optimization problem. Then since
limy_,o ZZ:O Bu; (agys, kirs) = 0 for all {agis, kHS}Z:O and all ¢ given the uniform bound-
edness of instantaneous payoffs and 5 < 1, we can apply the principle of optimality from

dynamic programming, to obtain of the one-stage deviation principle. O

This theorem basically implies that in dynamic games, we can check whether a strategy
is a best response to other players’ are you profile by looking at one-stage deviations, keeping
the rest of the strategy profile of the deviating player as given. The uniform boundedness
assumption can be weakened to require “continuity at infinity”, which essentially means that
discounted payoffs converge to zero along any history (and this assumption can also be relaxed

further).

LEMMA 3.1. Suppose that 6",

strategy 6*;) and that for h'~1 € H'"' and ky € K, BR(6"; | ki, h'™') # @. Then there
exists 65 € BR (6", | ke, h'™1) that is Markovian.

is Markovian (i.e., it is an extension of a Markovian

1%
—1

ProOF. (Sketch) Suppose ¢”; is Markovian. Suppose, to obtain a contradiction, that
there exists a non-Markovian strategy o that performs strictly better against 6", than all
Markovian strategies. Then, by Theorem 3.1, there exists t, t > ¢, k € K, h*~! € H'! and
hi=1 € H'=! guch that the continuation play following these two histories given k € K are
not the same, i.., o [f] (k, h~1) € BR (6" | k, ht™1), o* [{] (k,BH) € BR (&'*. | &, 715*1>
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and o} [t] (k,h'™1) # o [{] (k;, ﬁiil), where o7 [t] (k,h'™!) denotes a continuation strategy
for player i starting from time ¢ with state vector k and history h*~!. Now, construct the
continuation strategy 67 [¢] such that 67 [¢] (k, l~1£_1> = o7 [t] (k,h'™!). Since 6”; is Mar-
kovian, 6’*; [¢t] is independent of A*~1, h*~1, and therefore 6/* [t] (k, ht™1) = 67" [1] (k, 7#?_1) €
BR (6'2- | k, ht_l) N BR (c}'fi | k, iLE_1>. Repeating this argument for all instances in which

oF is not Markovian establishes that a Markovian strategy 67" is also best response to 6”;,. O

This lemma states that when all other players are playing Markovian strategies, there
exists a best response that is Markovian for each player. This does not mean that there are
no other best responses, but since there is a Markovian best response, this gives us hope in

constructing Markov Perfect Equilibria. Consequently, we have the following theorem:

THEOREM 3.2. Let K and A; (k) for all k € K be finite sets, then there exists an MPE
6" =(67,...,0N)-

PrOOF. (Sketch) Consider an extended game in which the set of players is an element
(i, k) of N x K, with payoff function given by the original payoff function for player i starting
in state k as in (10.50) and strategy set A; (k). The set N’ x K is finite, and since A; (k) is
also finite, the set of mixed strategies A (A; (k)) for player (i, k) is the simplex over A; (k).
Therefore, the standard proof of existence of Nash equilibrium based on Kakutani’s fixed
point theorem applies and leads to the existence of an equilibrium (‘}?i,k)) (RN XK in this
extended game. Now going back to the original game, construct the strategy &; for each
player i € N such that 67 (k) = 6(; ), i.e., 67 :+ K — A(4;). This strategy profile 6 is
Markovian. Consider the extension of 6* to 6™ as above, i.e., 64" (k‘, ht_l) = ¢; (k) for all
ht=1 € H'=' k;, € K, i € N and t. Then, by construction, given 6, it is impossible to
improve over 6,° with a deviation at any k € K, thus Theorem 3.1 implies that 6" is best

response to 6", for all i € N, so is an MPE strategy profile. U

Similar existence results can be proved for countably infinite sets K and A; (k), and also
for uncountable sets, but in this latter instance, some additional requirements are necessary,
and these are rather technical in nature. Since they will play no role in what follows, we do
not need to elaborate on these.

For the next result, let 5= {[7* €S: 6 isa MPE} be the set of MPE strategies and
>* = {0 €S: 0* is a SPE} be the set of SPE strategies. Let 3 be the extension of 3 to
include conditioning on histories. In particular, as defined before, recall that &} : K x H'=! —
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A (4;) is such that 67 (k, h'™') = 6; (k) for all h*~! € H'"! and k (t) € K, and let

[ 61 €S 6L (k) =6 (k) for all ' € B K (1) € K
- and ¢ € N and 6 is a MPE :

THEOREM 3.3. (Markov Versus Subgame Perfect Equilibria) ' C X*.

PROOF. This theorem follows immediately by noting that since ¢* is a MPE strategy
profile, the extended strategy profile, 6", is such that 67 is a best response to 6, for all

ht=1 € H=1 k(t) € K and for all i € N, thus is subgame perfect. 0

This theorem implies that every MPE strategy profile corresponds to a SPE strategy
profile and any equilibrium-path play supported by a MPE can be supported by a SPE.

THEOREM 3.4. (Existence of Subgame Perfect Equilibria) Let K and A; (k) for all
k € K be finite sets, then there exists a SPE o* = (07,...,0%).

PRrOOF. Theorem 3.2 shows that a MPE exists and since a MPE is a SPE (Theorem 3.3),
the existence of a SPE follows. O

When K and A; (k) are uncountable sets, existence of pure strategy SPEs can be guar-
anteed by imposing compactness and convexity of K and A; (k) and quasi-concavity of U [¢]
in o [t] for all @ € A (in addition to the continuity assumptions above). In the absence of
convexity of K and A; (k) or quasi-concavity of Uj [t], mixed strategy equilibria can still be
guaranteed to exist under some very mild additional assumptions.

Finally, a well-known theorem for SPE from repeated games also generalizes to dynamic
games. Let p (a | o) be the probability distribution over the equilibrium-path actions induced
by the strategy profile o, with the usual understanding that fae 4p(alo)da=1foralloecs,
where A is a set of admissible action profiles. With a slight abuse of terminology, I will refer
to p(a | o) as the equilibrium-path action induced by strategy o. Then, let

UZM (k) = min max EZﬁ w; (Ktts, apys)

’LGZ 'LO"LE 7
starting with k; = k and with ki1, given by (3.2) be the minmax payoff of player i starting
with state k. Moreover, let

(3:3) U (k) = glelgE25 w; (kits rgs)

be the minimum SPE payoff of player ¢ starting in state k € K. In other words, this is player
i’s payoff in the equilibrium chosen to minimize this payoff (starting in state k). Then:
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THEOREM 3.5. (Punishment with the Worst Equilibrium) Suppose o* € S is a pure
strategy SPE with the distribution of equilibrium-path actions given by p (a | 0*). Then, there
exists a SPE o** € S (possibly equal to o*) such that p(a | o*) =p(a| ™) and o** involves
a continuation payoff of UiN (k) to player i, if i is the first to deviate from o** at date t after
some history hi= € H*™1 and when the resulting state in the next period is k (t +1) = k.

ProoOF. (Sketch) If o* is a SPE, then no player wishes to deviate from it. Suppose that
i were to deviate from o* at date ¢ after history h*~! € H*~! and when k; = k. Denote his
continuation payoff starting at time ¢, with & (¢), and A'~* by UZ [t] (k¢, k'~ | 0*) and denote
his equilibrium payoff under o* by Uf [t] (ks, h'~! | 6*). o* can be a SPE only if

US ] (ke, W71 | o) >

aigﬁﬁk)E {uz (aitsa—i (0%;) | ke, A1) + BUL [t + 1] (K1, A | O-ti)}v

where wu; (ait, a_; (O’ii) | kt, ht_l) is the instantaneous payoff of individual ¢ when he chooses
action a;; in state k; following history h*~! and other players are playing the (potentially
mixed) action profiles induced by o*;, denoted by a—; (o*,). U [t + 1] (kt, h'™! | 0*) is the
continuation payoff following this deviation, with k;41 following from the transition function
q (kit+1 | ktyagp,a—; (Jii)) and h' incorporating the actions a;,a_; (Uii). Note that by con-
struction, the continuation play, following the deviation, will correspond to a SPE, since 0%,
specifies a SPE action for all players other than ¢ in all subgames, and in response, the best

that player ¢ can do is to play an equilibrium strategy.

By definition of a SPE and the minimum equilibrium payoff of player i defined in (3.3),
ULt + 1] (kgr, B | 0%) > U (kiga) -
The preceding two inequalities imply

U? [t] (k:t,ht_l | 0*) > %2§k)E {ul (ait,a,i (a*_i) | kt,ht_l) + BUZ-N (kt+1)} .
Qit 1

Therefore, we can construct o¢**, which is identical to o¢* except replacing
U [t + 1] (kig1, B | 0*) with U} (ki41) following the deviation by player ¢ from o* at date
t after some history h'~! € H'~! and when in the next period, we have ki1 = k. Since

UN (kt41) is a SPE payoff, o** will also be a SPE. O

This theorem therefore states that in characterizing the set ofsustainable payoffs in SPEs,
we can limit attention to SPE strategy profiles involving the most severe equilibrium punish-

ments. A stronger version of this theorem is the following:
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THEOREM 3.6. (Punishment with Minmax Payoffs) Suppose c* € S is a pure
strategy SPE with the distribution of equilibrium-path actions given by p (a | 0*). Then, there
exists 3 € (0,1) such that for all B > [3, there exists a SPE o** € S (possibly equal to o*)
with p(a | 0*) = p(a|o**) and o** involves a continuation payoff of UM (k) to player i, if i

is the first to deviate from o** at date t after some history h*=1 € H'=! and when k (t) = k.

PROOF. The proof is identical to that of Theorem 3.5, except that it uses UZ-M (k) instead
of UY (k). When 3 is high enough, the minmax payoff for player i, UM (k), can be supported
as part of a SPE. The details of this proof can be found in Abreu (1988) and a further

discussion is contained in Fudenberg and Tirole (1994). O

3.3. Application: Repeated Games With Perfect Observability

For repeated games with perfect observability, both SPE and MPE are easy to character-
ize. Suppose that the same stage game is played an infinite number of times, so that payoffs
are given by

o0
(3.4) Uilt] =B Y Bui (arss),
s=0
which is only different from (10.50) because there is no conditioning on the state variable

k (t). Let us refer to the game {u; (a),a € A} as the stage game. Define

m; = minmaxu; (a) ,
a—; Qg

as the minmax payoff in this stage game. Let V € RY be the set of feasible per period payoffs
for the N players, with v; corresponding to the payoff to player i (so that discounted payoffs
correspond to v;/ (1 — f3)). Then:

THEOREM 3.7. (The Folk Theorem for Repeated Games) Suppose that { A}, are
compact. Then, for any v € V such that v; > m; for all i € N, there exists B € [0,1) such
that for all B > 3, v can be supported as the payoff profile of a SPE.

PrOOF. (Sketch) Construct the following punishment strategies for any deviation: the
first player to deviate, 7, is held down to its minmax payoff m; (which can be supported as
a SPE). Then, the payoff from any deviation a € A; is D; (a | 5) < d; + pm;/ (1 — 3) where
d; is the highest payoff player ¢ can obtain by deviating, which is finite by the fact that u; is
continuous and bounded and A; is compact. v; can be supported if

Vj

1-p

>d; +f

my
1-p8
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Since d; is finite and v; > m;, there exists 8; € [0,1) such that for all 3 > f3, this inequality

is true. Letting 3 = max;ecpr f3; establishes the desired result. [l

THEOREM 3.8. (Unique Markov Perfect Equilibrium in Repeated Games) Sup-
pose that the stage game has a unique equilibrium a*. Then, there exists a unique MPE in

which a* is played at every date.

PRrROOF. The result follows immediately since K is a singleton and the stage payoff has a

unique equilibrium. [l

This last theorem is natural, but also very important. In repeated games, there is no
state vector, so strategies cannot be conditioned on anything. Consequently, in MPE we can

only look at the strategies that are best response in the stage game.

ExXAMPLE 3.1. (Prisoner’s Dilemma) Consider the following standard prisoner’s dilemma,

which, in fact, has many applications in political economy.

D C
D[ (0,0) |(4,-1)
Cl(-1,4)1(2,2

The stage game has a unique equilibrium, which is (D,D). Now imagine this game being

repeated an infinite number of times with both agents having discount factor 8. The unique
MPE is playing (D,D) at every date.

In contrast, when 8 > 1/2 , then (C,C) at every date can be supported as a SPE. To
see this, recall that we only need to consider the minmax punishment, which in this case is
(0,0). Playing (C,C) leads to a payoff of 2/ (1 — 3), whereas the best deviation leads to the
payoff of 4 now and a continuation payoff of 0. Therefore, 8 > 1/2 is sufficient to make sure
that the following grim strategy profile implements (C,C) at every date: for both players, the
strategy is to play C if h' includes only (C,C) and to play D otherwise.

Why the grim strategy profile is not a MPE is also straightforward to see. This profile
ensures cooperation by conditioning on past history, that is, it conditions on whether some-
body has defected at any point in the past. This history is not payoff relevant for the future
of the game given the action profile of the other player—fixing the action profile of the other

player, whether somebody has cheated in the past or not has no effect on future payoffs.

3.4. Application: Common Pool Games

A particularly easy example of dynamic games is common pool games, where individuals

decide over time how much to exploit a common resource. This class of games also has
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multiple applications in political economy, since different individuals or groups in political
situations often share the same resource. This class of games also illustrates a number of nice

features of MPEs and how they can be computed in practice.

3.4.1. Basic Setup. Imagine the society consists of N +1 < oo players. Denote the set
of players again by the set A/. Player 7 has utility function
oo
By Z B log (Cf‘}s)
5=0
at time ¢ where 3 € (0,1) and ¢! denotes consumption of individual i € N at time ¢. The
society has a common resource, denoted by K;, which can be thought of as the capital stock
at time ¢. This capital stock follows the non-stochastic law of motion:
K1 = AK; — Z c,
ieN
where A > 0, Kj is given and K; > 0 must be satisfied in every period. This equation is the
transition function, and shows how capital accumulates. If A = 1, this would correspond to
a fixed resource game, where the resource is being run down. But A > 1 is possible, thus the
potential for growth in the capital stock is also allowed.
The stage game is as follows: at every date all players simultaneously announce {c@}l N
If > i < AK;y, then each individual consumes ¢. If Y-, .\ ¢} > AKy, then AK; is equally
allocated among the N + 1 players.

3.4.2. Single Person Decision Problem. Before discussing MPEs, let us first look at
the single-person decision problem, which is useful both to develop some of the basic dynamic
programming language and tools, and as a comparison for the MPE below. Imagine {c%}Z N
is being chosen by a benevolent planner, wishing to maximize the total discounted payoff of
all the agents in the society:

Eey Y Blog(ciy)-

1EN s=0
By concavity, it is clear that this planner will allocate consumption equally across all indi-

viduals at every date. Thus let total consumption at time ¢ be C}, then each individual will

consume Cy/ (1 + N). This implies that the program of the planner at time ¢ = 0 is:

(3.5) Eo 3 8 [log (Cy) — log (1 + N)
t=0

subject to

(3.6) K1 = AK — C.
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Clearly, the second term in the objective function (3.5) does not depend on any choice, and
can be dropped. One can also note that this problem is identical to the consumption choice
of an agent facing a constant gross interest rate equal to A.

Let us write this as a dynamic programming recursion. In particular, dropping expecta-
tions (since there is no uncertainty in this case), defining S as the savings (capital stock) left

for next period, so that C' = AK — S, we can write
(3.7) V(K)= Joax. {log (AK — 8) + pV (5)}

as the dynamic programming recursion. A solution to this problem is a pair of functions V' (K)
and h (K), such that S € h(K) is optimal. Standard arguments of dynamic programming
imply that:
(1) V (K) is uniquely defined, is continuous, concave and also differentiable whenever
S € (0,AK) [these results follow from the following observations: (3.7) can be
written as v (-) = T'[v(-)], where T is a contraction over the space of continuous
bounded functions, thus has a unique fixed-point, denoted by V (-). This function
satisfies V' (Ko) = maxc,j D25, B'log C; subject to (3.6) and starting with K.
Moreover, the fact that the instantaneous payoff function is continuous and concave
is sufficient to establish that V' (K) is continuous, concave and differentiable in the
interior of the constraint set.]
(2) h(K) is single valued. [This follows from the strict concavity of the instantaneous

payoff function].

Given these, the optimal plan S = h (K) must satisfy the following necessary and sufficient

first-order condition, whenever S is interior:

1 !
(38) ak—s -
Moreover, since V (K) is differentiable, using the envelope condition, we have
A
. "(K) = ——
(39) V(K) =

[This is just the same as the standard envelope condition; V'(K) = A/(AK —S) +
(BV'(S)—1/(AK — S)))dS/dK, and the term multiplying dS/dK is equal to zero from
the first-order condition, (3.8)]. Thus we have the following first-order condition
1 B BA
AK —h(K)  Ah(K)—h(h(K))

which solves for h (-) as the optimal policy function.

In fact, the easiest way of making progress is to use the “guess and verify” method. This

method is powerful in the context of dynamic programming, since we know that V (-) and
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h (-) are uniquely defined. So if we can find one pair of functions that satisfy the necessary
conditions, we are done.

Let us (with a little bit of experience and foresight) guess:
(3.10) V(K) = 00+ 01logK
h(K) = v+mK

This implies

which from (3.9) gives:
o1 A A

K AK-S AK — (y+mK)’
where the second equality substitutes from (3.10). It is therefore clear that vy = 0 and

A
01 = A " .
Next using (3.8) together with (3.10), we have
1 01
AK —m K N B%K’
or
I BA

A=y i (A=7)
which implies

71 = BA
as the optimal savings rate of the single-person decision problem.
This is naturally the same as the usual optimal savings decision, with A playing the role
of the gross interest rate. If the gross interest rate is greater than the inverse of the discount
factor, individuals accumulate, otherwise they run down their assets. Continuing with the

substitutions, we also have

A A
A4, A-pBA 1-p

Finally, to find dg (which is, in fact, not such an interesting parameter), note that

o1

do+d1log K =log (AK — v, K) + 8 [dp + d11og (v, K)],

so that
log (1 — 8) A+ log K + Blog (K) / (1 = 8) + Blog (BA) / (1 = 8) — log K/ (1= B)
1-p
(1= 8)log (1= 6) + Blog (8) +log A
(1-p)?

dp =
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Therefore, the unique value function can be written as:

(1—=75)log(1—p5)+ Blog(B) +log A N log K

o= (1-5)? =5

3.4.3. Markov Perfect Equilibria in the Common Pool Game. The common pool
game has some uninteresting MPEs. For example, all individuals announcing ¢ = AKj is
an MPE, since there are no profitable deviations by any agents. However, it yields negative
infinite utility to all agents (since after this deviation Ky = 0 for all ¢ > 0 and log (0) = —00).
Instead, we will look for a more interesting, continuous and symmetric MPE. The symmetry
requirement is for simplicity, and implies that all agents will use the same Markovian strategy.

Let that strategy be denoted by
N (K).

Given this, each individual’s optimization problem can again be written recursively. Define
individual consumption as ¢; = AK — > i G~ S, with S as the capital stock left for next
period. Given our restriction to symmetric Markovian strategies (and dropping conditioning
on i), this gives
c=AK — NV (K) - 8,

so that we can write
(3.11) VN (K) = SgAKIIi?V}iN(K) {log (AK — NN (K) — S) +8VN (9)},
where the solution is now a triple of functions V¥ (K), ¢V (K) and h" (K), such that S €
RN (K) is best response, where conditioning on N denotes that this refers to the game with
N + 1 players.

The method of solution is the same as before, though since this is now a solution to
a game, V¥ () depends on the function ¢V (-), and we cannot establish that VV (Ky) is
uniquely defined, or that it is continuous, concave or differentiable without knowing more
about ¢ (-). Nevertheless, let us assume that it is so (again this will be verified by the
solution).

Assuming differentiability, the first-order condition of the maximization problem in (3.11)
is

1

(3:12) AK — NN (K) - S

=8 (VN) (S).

The envelope condition is
A— (V) (K)
Ny/ _
(V3 (K) = AK — NcN(K) - S
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Notice the term (cN )/ (K) in the numerator. This is there because individuals realize that
by their own action they will affect the state variable, and by affecting the state variable,
they will influence the consumption decision of others. This is where the subtlety of dynamic
games come in. Nevertheless, in some political economy applications, this effect is often
ignored or forgotten, hence my emphasis on it here.

Now let us conjecture that:

VN(K) = 6) +6logK,
(3.13) W(K) = 7K,

N(K) = 'K,
where we could have allowed a constant in the savings and consumption functions, but with
the same argument as in the single-person decision problem, these will turn out to be equal
to zero.

Since the resource constraint of the economy in a symmetric equilibrium is S < AK —

(14 N)cV (K) and will hold as equality, we also have
YWVK =AK — (14 N) 'K,
which implies

A—ny
14 N — L
(3.14) OTTFN

Now using the envelope condition together with (3.13), we have

N/ o A—NCéV
(V5@ = AK — Nc'K — VK
A-N(TF)

AK - N (555) K - K

where the second line uses (3.14). Moreover, again from (3.13), we have

(V™) () = =,

SO
5{\[ _ <1+N)A_(A_’Y{V)
(1+N)A=N(A=~Y) =Y
B A+ NAY
AF (N =14
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Finally, using the first-order condition (3.12), we have

N A— N( o )
(A= (FF) ) K& (A=~ () —7) s
A (e
(-~ () - ) i
which implies
N _ BA

W ETEN-BN
as the equilibrium savings rate in the MPE of the common pool problem. Notice that when
N = 0, this is exactly equal to the optimal value v; = SA obtained from the single-person
decision problem (or the social plan’s problem). Moreover, it is obvious that
vy o1
ON

that is, the more players there are drawing resources from the common pool, the lower is the

<0,

savings rate of the economy. This captures the well-known problem, which sometimes goes
under the names of the free-rider problem or tragedy of the commons. The inability of the
players in this game to coordinate their actions leads to too much consumption and too little
savings. For example, it is quite possible that

A
BA>1> 1+J€——6N’
so that, the social planner’s solution would involve growth, while the MPE would involve the
resources shrinking over time.

It is useful to note that there are many Markov Perfect Equilibria in this game. We have
already seen one at the beginning, which involved the entire capital stock of the economy
being consumed in the first period. Perhaps unsurprisingly, there also exist non-symmetric
MPEs. More interestingly, there may also exist discontinuous MPEs that implement the social

planner’s outcome. Let us return to those once we look at the subgame perfect equilibria of

the game.

3.4.4. Subgame Perfect Equilibria in the Common Pool Problem. The common
pool problem can also be used to illustrate the difference between SPE and MPE. Recall that
for SPE, we can restrict attention to the most severe punishment, i.e., the minmax. We
already saw that there exists an equilibrium in which all individuals receive negative infinite
utility (the one in which they all play i = AKj at time ¢t = 0). This immediately implies
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that for any discount factor £, any allocation can be supported as an SPE. In particular, the
social planner’s solution of saving the society’s resources at the rate v; = SA is an SPE.
Let h! be the time ¢ history such that in all past periods, each individual has consumed
1-p8)AK
w10y = U= DK
1+ N

The (grim) strategy profile that would support this SPE is as follows:
(A-B)JAK et _ 7t
wr) - T U

for all £, K > 0 and i € N. Therefore, this strategy profile follows the social planner’s
allocation until one agent deviates from it, and as soon as there is such a deviation, all agents
switch to demanding the whole capital stock of the economy, which leads to infinite utility to
all, and as seen above, is subgame perfect (i.e., each is playing a best response to the others’
strategies).

Now finally, let us return to the question of whether there exist MPEs that achieve
the same allocation as the best SPE. In the special case where A = 1 the answer is yes.
Suppose that the game starts with capital stock Ky and consider following discontinuous

strategy profile:
a={ 5 ERZR

It can be verified that when all players other than ¢/ pursue this strategy, it is a best response
for player ' to play this strategy as well, and along the equilibrium path, the social planner’s
allocation is implemented. Essentially, when somebody deviates and consumes too much,
the capital stock of the economy will fall below Ky, and all individuals will enter a subgame
perfect punishment phase. The remarkable thing is that this can be done with Markovian
strategies, which only depend on the current state. Nevertheless, this particular equilibrium
relies heavily on the fact that there are a finite number of players (and no noise). Moreover,
it can be verified that when SA # 1, such a Markovian equilibrium cannot be constructed
because the level of the capital stock consistent with “cooperation” will depend on past levels
of capital stock, which are not part of the payoff relevant state. Therefore, this special type
of MPE can only be supported when SA = 1.
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CHAPTER 4

Static Voting Models

Our first purpose is to understand how conflicting preferences are aggregated into collec-
tive choices under different political institutions. A natural starting point is voting, which
is viewed as the prototypical set of institutions for decision-making in democratic societies.
Many of the questions we are interested in require moving beyond models of static voting.
But before we can do this, it is useful to review the general set of issues that arise in aggre-
gating conflicting preferences into social choices and how voting over different alternatives
aggregates (or fails to aggregate) individuals’ preferences. We will see later that voting is not
the only way in which decisions are made in democratic societies and many other decision-
making procedures are used in non-democratic societies. But voting is still the natural place

to start.

4.1. Arrow’s Impossibility Theorem

The vast area of social choice theory is concerned with the fundamental question of po-
litical economy already discussed at the beginning of this chapter: how to aggregate the
preferences of heterogeneous agents over policies (collective choices). Differently from the
most common political economy approaches, however, social choice theory takes an axiomatic
approach to this problem. Nevertheless, a quick detour into social chose theory as an intro-
duction to the Median Voter Theorem is useful.

Let us consider an abstract economy consisting of a finite set of individuals H, with the

number of individuals denoted by H. Individual ¢ € H has a utility function

u(iL‘i,Y(ZL‘,p) D ’ ai) .

Here x; is his action, with a set of feasible actions denoted by X;; p denotes the vector of
political choices (for example, institutions, policies or other collective choices), with the menu
of policies denoted by P; and Y (z,p) is a vector of general equilibrium variables, such as
prices or externalities that result from all agents’ actions as well as policies, and z is the
vector of the x;’s. Instead of writing a different utility function u; for each agent, I have
parameterized the differences in preferences by the variable a;. This is without loss of any
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generality (simply define u; () = w; (- | @;)) and is convenient for some of the analysis that
will follow. Clearly, the general equilibrium variables, such as prices, represented by Y (z,p)
here, need not be uniquely defined for a given set of policies p and vector of individual choices
x. Since multiple equilibria are not our focus here, I ignore this complication and assume
that Y (z,p) is uniquely defined.

I also assume that, given aggregates and policies, individual objective functions are
strictly quasi-concave so that each agent has a unique optimal action z; (p,Y (z,p), ;) =
argmaxzex, v (x;, Y (x,p),p | o). Substituting this maximizing choice of individual ¢ into
his utility function, we obtain his indirect utility function defined over policy as U (p; ;).
Next let us define the preferred policy, or the (political) bliss point, of voter ¢, and to simplify
notation, suppose that this is uniquely defined and denote it by

) = Ul(p; ;).
p () arg max (p; v)

In addition, we can think of a more primitive concept of individual preference orderings,
which captures the same information as the utility function U (p; ;). In particular, if indi-
vidual individual 7 weakly prefers p to p’, we write p =; p’ and if he has a strict preference, we
write p =; p’. Under the usual assumptions on individual preferences (completeness, which
allows any two choices to be compared; reflexivity, so that z =; z; and transitivity, so that
z =i 2" and 2’ »=; 2" implies z =; z”), we can equivalently represent individual preferences by
the ordering =; or by the utility function U (p; ;). Throughout let us assume that individual
preferences are transitive.

In this context, we can also think of a “political system” as a way of aggregating the set
of utility functions, U (p; a;)’s, to a social welfare function U (p) that ranks policies for the
society. Put differently, a political system is a mapping from individual preference orderings
to a social preference ordering. Arrow’s Theorem shows that if this mapping satisfies some
relatively weak conditions, then social preferences have to be “dictatorial” in the sense that
they will exactly reflect the preferences of one of the agents. I next present this theorem.

Let us simplify the discussion by assuming that the set of feasible policies, P, is finite
and is a subset of the Euclidean space, that is, P C R¥ where K € N. Let # be the set of
all weak orders on P, that is, & contains information of the form p; =; ps =; ps and so on,
and imposes the requirement of transitivity on these individual preferences. An individual
ordering R; is an element of R, that is, R; € R. This statement reiterates that we are only

considering individuals with well-defined transitive preferences.
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Since our society consists of H individuals, we define p = (Ry,..., Rg) € R as the
society’s preference profile. That is, p gives the preference ordering of each individual ¢ € H.
Also pjpr = (R1|p/, o R H|p/) is the society’s preference profile when alternatives are restricted
to some subset P’ of P.

Let & be the set of all reflexive and complete binary relations on P (but notice not
necessarily transitive). A social ordering RS € S is therefore a reflexive and complete binary

relation over all the policy choices in P. Thus, a social ordering can be represented as
R =3

This mathematical formalism implies that ¢ (p) gives the social ordering for the preference
profiles in p. We can alternatively think of ¢ as a political system mapping individual
preferences into a social choice. A trivial example of ¢ is the dictatorial ordering making
agent 1 the dictator, so that for any preference profile p € R, ¢ induces a social order that
entirely coincides with Rj.

Note that our formulation already imposes the condition of “unrestricted domain,” which
says that in constructing a social ordering we should consider all possible (transitive) indi-
vidual orderings. Therefore, we are not limiting ourselves to a special class of individual
orderings, such as those with “single-peaked” preferences as we will do later in this section.

We say that a social ordering is weakly Paretian if [p =; p’ for all i € H] = p =° p/,
that is, if all individuals in the society prefer p to p’, then the social ordering must also rank
p ahead of p/. This is weakly Paretian (rather than strongly), since we require all agents to
strictly prefer p to p'.

Next we say that, for a preference profile p € R, a subset D of H is decisive between
p,p € P, if [p=;p foralli € D and p =y p for some i’ € D] = p =° p' (given p). If
D' C H is decisive between p,p’ € P for all preference profiles p € R, then it is dictatorial
between p,p’ € P. We say that D C H is decisive if it is decisive between any p,p’ € P, and
D' C H is dictatorial if it is dictatorial between any p,p’ € P, If D’ C H is dictatorial and
a singleton, then its unique element is a dictator, meaning that social choices will exactly
reflect his preferences regardless of the preferences of the other members of the society. In
this case, we say that a social ordering ¢ is dictatorial.

Next a social ordering satisfies independence from irrelevant alternatives, if for any p and

p € R and any p, p’ € P,

Pi{pp'y = pi{p,p'} = ¢ (p)l{p,p’} =¢ (pl) {p.p'} "
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The axiom of independence from irrelevant alternatives is essential for Arrow’s Theorem.
It states that if two preference profiles have the same choice over two policy alternatives,
the social orderings that derive from these two preference profiles must also have identical
choices over these two policy alternatives, regardless of how these two preference profiles
differ for “irrelevant” alternatives. While this condition (axiom) at first appears plausible,
it is in fact a reasonably strong one. In particular, it rules out any kind of interpersonal
“cardinal” comparisons—that is, it excludes information on how strongly an individual prefers
one outcome versus another.

The main theorem of the field of social choice theory is the following:

THEOREM 4.1. (Arrow’s (Im)Possibility Theorem) If a social ordering, ¢, is tran-
sitive, weakly Paretian and satisfies independence from irrelevant alternatives, then it is dic-

tatorial.

PROOF. The proof is in two steps.

Step 1: Let a set J C H be strongly decisive between py,ps € P if for any preference
profile p € R with py =; pe for all i € J and p2 =; p1 for all j € H\T, p1 =° pa (H itself
is strongly decisive since ¢ is weakly Paretian). We first prove that if 7 is strongly decisive
between p1,p2 € P, then J is dictatorial (and hence decisive for all p,p’ € P and for all
preference profiles p € R7). To prove this, consider the restriction of an arbitrary preference
profile p € R to Pl{p1,pa.ps} ad suppose that we also have p; >=; p3 for all ¢ € J. Next

consider an alternative profile pi i such that p; >, ps > p3 for all i € J and p2 > py

p2,p3}’
and py >~/ ps for all i € H\J. Since J is strongly decisive between p; and pa, p1 =5 po.
Moreover, since ¢ is weakly Paretian, we also have py >"® ps, and thus p; =° pa = ps.

Notice that p" (m did not specify the preferences of individuals i € H\J between p; and

p2,p3}

p3, but we have established p; =" ps for p" (p1.p2ps} We can then invoke independence from

P3
irrelevant alternatives and conclude that the same holds for Pl{p1.paps}s 1€ P1 =9 p3. But
then, since the preference profiles and p3 are arbitrary, it must be the case that J is dictatorial
between p; and p3. Next repeat the same argument for Pl{p1,p2,pa} and pi (p1.popa}? except that
now py »=; pe and py =i p1 =} p2 for i € J, while p2 =) p1 and py =’ py for all j € H\J.
Then, the same chain of reasoning, using the facts that J is strongly decisive, ps >’ pa, ¢
is weakly Paretian and satisfies independence from irrelevant alternatives, implies that 7 is

dictatorial between pg and po (that is, ps 9 py for any preference profile p € R ). Now once

again using independence from irrelevant alternatives and also transitivity, for any preference
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profile p € R py =; p3 for all i € J. Since p3,ps € P were arbitrary, this completes the
proof that 7 is dictatorial (i.e., dictatorial for all p,p" € P).

Step 2: Given the result in Step 1, if we prove that some individual h € H is strongly
decisive for some pi,p2 € P, we will have established that it is a dictator and thus ¢ is
dictatorial. Let Dy be the strongly decisive set between p, and py. Such a set always exists
for any pg, pp € P, since H itself is a strongly decisive set. Let D be the minimal strongly
decisive set (meaning the strongly decisive set with the fewest members). This is also well-
defined, since there is only a finite number of individuals in H. Moreover, without loss of
generality, suppose that D = Dj3 (i.e., let the strongly decisive set between p; and ps be the
minimal strongly decisive set). If D a singleton, then Step 1 applies and implies that ¢ is
dictatorial, completing the proof. Thus, to obtain a contradiction, suppose that D # {i}.
Then, by unrestricted domain, the following preference profile (restricted to {p1,p2,ps}) is

feasible
fori e D P17 P2 7 P3
for j € D\{i} p3>=;p1 > 2
fork¢ D p2 =k p3 =k D1

By hypothesis, D is strongly decisive between p; and py and therefore p; =% ps. Next if
p3 = pa, then given the preference profile here, D\ {i} would be strongly decisive between
p2 and p3, and this would contradict that D is the minimal strongly decisive set. Thus
p2 =% p3. Combined with p; =% po, this implies p1 = p3. But given the preference profile
here, this implies that {i} is strongly decisive, yielding another contradiction. Therefore, the
minimal strongly decisive set must be a singleton {h} for some h € H. Then, from Step 1,

{h} is a dictator and ¢ is dictatorial, completing the proof. O

An immediate implication of this theorem is that any set of minimal decisive individuals
D within the society H must either be a singleton, that is, D = {i}, so that we have a
dictatorial social ordering, or we have to live with intransitivities.

While this theorem is often referred to as Arrow’s Possibility Theorem, it is really an
“Impossibility Theorem”. An alternative way of stating the theorem is that there exists
no social ordering that is transitive, weakly Paretian, consistent with independence from
irrelevant alternatives and non-dictatorial. Viewed in this light, an important implication of
this theorem is that there is no way of avoiding the issue of conflict in preferences of individuals
by positing a social welfare function. A social welfare function, respecting transitivity, can
only replace the actual political economic process of decision making when it is dictatorial.
Naturally, who will become the dictator in the society fundamentally brings back the issue of

political power, which is also essential for any positive political economy analysis of collective
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decision-making. In addition, from a modeling point of view, Arrow’s Theorem means that,
if we are interested in non-dictatorial (and transitive) outcomes, we have to look at political
systems that either restrict choices or focus on more concrete situations, where we have to be
more specific about the distribution of political power and the political institutions regulating
the decision-making process. This will be the basis of our analysis for the rest of this chapter
and for the next chapter.

Often, economic models restrict the policy space and/or preferences of citizens in order to
ensure that Arrow’s Impossibility Theorem does not apply. Unfortunately, such restrictions
on the policy space have more than technical implications. For example, they often force
the modeler to restrict agents to use inefficient methods of redistribution. As a result, some
of the inefficiencies that are found in political economy models are not a consequence of
the logic of these models, but a consequence of the technical assumptions that the modelers
make in restricting the policy space to a single policy. In some circumstances, limits on fiscal
instruments might be justified on economic grounds.

One reaction to Arrow’s Theorem might be that the problem of aggregating individual
preferences arises because we are not looking at more relevant mechanisms such as voting. The
next section shows that the same problems arise when collective choices are made by voting.
In fact Arrow’s Theorem applies to any possible way of aggregating individual preferences, and
if voting were able to solve the problems raised by the theorem, it would be a contradiction to
the theorem! Nevertheless, voting can be useful in situations where we put more structure on
preferences and on how individuals vote, which will essentially amount to either giving up the
“unrestricted domain” assumption on choices or relaxing the independence from irrelevant

alternatives.

4.2. Voting and the Condorcet Paradox

Let us illustrate how voting also runs into exactly same problems as those highlighted by
Arrow’s Theorem by using a well-known example, the Condorcet parador. The underlying
reason for this paradox is related to Arrow’s Theorem and will also illustrate why, to obtain

the Median Voter Theorem below, we will have to introduce reasonably strong restrictions.

ExXAMPLE 4.1. Imagine a society consisting of three individuals, 1, 2, and 3 and three choices.

The individuals’ preferences are as follows:

1 a=c>=b
2 b=a=c
3 ¢c=bra
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Moreover, let us make the political mechanism somewhat more specific, and assume that it
satisfies the following three requirements, which together make up the “open agenda direct
democracy” system.

Al. Direct democracy. The citizens themselves make the policy choices via majoritarian
voting.

A2. Sincere voting. In every vote, each citizen votes for the alternative that gives
him the highest utility according to his policy preferences (indirect function) U(p; ;). This
requirement is adopted for simplicity. In many situations, individuals may vote for the
outcome that they do not prefer, anticipating the later repercussions of this choice (we refer
to this type of behavior as “strategic voting”). Whether they do so or not is important in
certain situations, but not for the discussion at the moment.

A3. Open agenda. Citizens vote over pairs of policy alternatives, such that the winning
policy in one round is posed against a new alternative in the next round and the set of
alternatives includes all feasible policies. Later, we will replace the open agenda assumption
with parties offering policy alternatives, thus moving away from direct democracy some way
towards indirect/representative democracy. For now it is a good starting point.

Now, using the three assumptions, consider a contest between policies a and b. In this
contest, agents 2 and 3 will vote for b over a, so b is the majority winner. Next, by the open
agenda assumption, the other policy alternative ¢ will run against b. Now agents 1 and 3
prefer ¢ to b, which is the new majority winner. Next, ¢ will run against a, but now agents 1
and 2 prefer a, so a is the majority winner. Therefore, in this case we have “cycling” over the
various alternatives, or put differently there is no “equilibrium” of the voting process that
selects a unique policy outcome.

For future reference, let us now define a Condorcet winner as a policy choice that does

not lead to such cycling. In particular,

DEFINITION 4.1. A Condorcet winner is a policy p* that beats any other feasible policy

m a pairwise vote.

In light of this definition, there is no Condorcet winner in the example of the Condorcet

paradox.

4.3. Single-Peaked Preferences and the Median Voter Theorem

Suppose now that the policy space is unidimensional, so that p is a real number, that
is, P C R. In this case, a simple way to rule out the Condorcet paradox is to assume that
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preferences are single peaked for all voters. We will see below that the restriction that P
is unidimensional is very important and single-peaked preferences are not well defined when
there are multiple policy dimensions.

We say that voter i has single-peaked preferences if his preference ordering for alternative
policies is dictated by their relative distance from his bliss point, p(a;): a policy closer to

p(a;) is preferred over more distant alternatives. Specifically:

DEFINITION 4.2. Consider a finite set of P C R and let p(a;) € P be individual i’s unique

bliss point over P. Then, the policy preferences of citizen i are single peaked iff:

For all p",p' € P, such that p” <p < play) orp” >p > p(ai),

we have U(p";c;) < U5 i).

Note that strict concavity of U(p; ;) is sufficient for it to be single peaked, but is not
necessary. In fact, single-peakedness is equivalent to strict quasi-concavity. This definition
could be weakened so that the bliss point of the individual is not unique (that is, it can be
weakened from strict quasi-concavity to quasi-concavity). But this added generality is not
important for our purposes.

We can easily verify that in the Condorcet paradox, not all agents possessed single-peaked
preferences. For example, taking the ordering to be a,b,c, agent 1 who has preferences
a > ¢ > b does not have single-peaked preferences (if we took a different ordering of the
alternatives, then the preferences of one of the other two agents would violate the single-
peakedness assumption).

The next theorem shows that with single-peaked preferences, there always exists a Con-
dorcet winner. Before stating this theorem, let us define the median voter of the society.
Given the assumption that each individual has a unique bliss point over P, we can rank
all individuals according to their bliss points, the p(a;)’s. Also, to remove uninteresting
ambiguities, let us imagine that H is an odd number (i.e., H consists of an odd number of
individuals). Then, the median voter is the individual who has exactly (H — 1) /2 bliss points
to his left and (H — 1) /2 bliss points to his right. Put differently, his bliss point is exactly
in the middle of the distribution of bliss points. We denote this individual by «;, , and his
bliss point (ideal policy) is denoted by py,.

THEOREM 4.2. (The Median Voter Theorem) Suppose that H is an odd number,
that A1 and A2 hold and that all voters have single-peaked policy preferences over a given

ordering of policy alternatives, P. Then, a Condorcet winner always exists and coincides
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with the median-ranked bliss point, p,,. Moreover, py, is the unique equilibrium policy (stable

point) under the open agenda majoritarian rule, that is, under A1-A3.

PRrROOF. The proof is by a “separation argument”. Order the individuals according to their
bliss points p(«;), and label the median-ranked bliss point by py,. By the assumption that H
is an odd number, p,, is uniquely defined (though «,,, may not be uniquely defined). Suppose
that there is a vote between p,, and some other policy p” < p,,. By definition of single-
peaked preferences, for every individual with p,, < p(«;), we have U (pp; i) > U (p”; ).
By A2, these individuals will vote sincerely and thus, in favor of p,,. The coalition voting
for supporting p,, thus constitutes a majority. The argument for the case where p” > p,, is

identical. O

The assumption that the society consists of an odd number of individuals was made only
to shorten the statement of the theorem and the proof. It is straightforward to generalize
the theorem and its proof to the case in which H is an even number.

More important than whether there is an odd or even number of individuals in the society
is the assumption of sincere voting. Clearly, rational agents could deviate from truthful
reporting of their preferences (and thus from truthful voting) when this is beneficial for them.
So an obvious question is whether the MVT generalizes to the case in which individuals do
not vote sincerely? The answer is yes. To see this, let us modify the sincere voting assumption
to strategic voting:

A2'. Strategic voting. Define a vote function of individual 7 in a pairwise contest between
p’ and p” by v; (p/,p") € {p/,p"}. Let a voting (counting) rule in a society with H citizens
be V:{p',p"} — {p/,p"} for any p/,p” € P. (For example, the majoritarian voting rule VM
picks p’ over p” when this policy receives more votes than p”). Let V (v; (p,p") ,v—; (', p"))
be the policy outcome from voting rule V' applied to the pairwise contest {p’,p”}, when the
remaining individuals cast their votes according to the vector v_; (p', p”), and when individual
i votes v; (p/,p”"). Strategic voting means that

v; (p',p") € arg phax, UV (0 (0, 0") v (p,0")) s 1) -
In other words, strategic voting implies that each individual chooses the voting strategy that
maximizes utility given the voting strategies of other agents.

Finally, recall that a weakly-dominant strategy for individual ¢ is a strategy that gives
weakly higher payoff to individual ¢ than any of his other strategies regardless of the strategy
profile of other players
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THEOREM 4.3. (The Median Vote