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Box Jenkins Methodology

 To forecast the price of coconut oil we use time series
model .There we use Box Jenkins Method. The box
Jenkins method is applicable if it fulfill some
assumption. The procedure is defined as below:





Stationary Test
 When the variable is no change in mean and variance for a long

time, it said to be stationary. For applying Box Jenkins

methodology ,variable must be stationary.



General Procedure
 Step 1 Hypothesis

Ho: Data is not stationary.

H1: Data is stationary.

 Step 2 Level of significance α=0.05

 Step3 Test statistic

1. Unit root test

I. Augmented Dickey Fuller test (ADF Test)

II. Phillip Perron test (PP Test)

2. Correlogram

 Step 4 Calculation

On E-views& Excel



 Step 5 Critical region 

On the basis of p-value. If the p-value less than level of 

significance reject Ho otherwise Don’t reject Ho. 

 Step6 Decision 

If reject we conclude series is stationary otherwise we say 

series is non-stationary.



Autoregressive Integrated Moving Average 
(ARIMA): –

 A statistical technique that uses time series data to predict future. The

parameters used in the ARIMA is (P, d, q) which refers to the

autoregressive, integrated and moving average parts of the data set,

respectively. ARIMA modeling will take care of trends, seasonality,

cycles, errors and non-stationary aspects of a data set when making

forecasts.

 Example: measuring the level of unemployment each month of the

year would comprise a time series.





DIAGNOSTIC CHECK
 ARMA (p, q)‐model has been fitted to a stationary time series. A

diagnostic check for this model is suggested, using the estimated cross

correlation function (CCF) between the observed series and the residuals.

 For AR (p)‐processes the asymptotic covariance matrix of the estimated

cross correlations is obtained.

 Portmanteau statistic for testing the adequacy of the model for various

choices of m where m is the number of autocorrelations. Some of the

commonly applied diagnostic checks are discussed subsequently

 For diagnostic use different tests ,ex, unit root test,Box Jenkins test. Make

use of Box. Test() function to find p.

 If p-value is non zero then no serial correlation is there & model is fit &

can be used for forecasting purpose



Data Analysis
 Check Stationary

 Model Identification and Parameter Estimation

 Make Possible Model

 Select best fitted Model

 Forecasting Accuracy

 For checking the accuracy of forecasting we apply forecasting

checks.

 Analysis of forecasting value results

 Residual Analysis

 Conclusion



Check Stationary 

At Level
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At Level



1st Difference
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1st Difference



Make Possible Model



Forecasting Accuracy

 For forecasting purposes ARIMA (1,1,3)
and ARIMA (2,1,3) models are used.

 In ARIMA (1,1,3) we use AR (1) and
MA(3) model so its estimated equation is

 In ARIMA (2,1,3) we use AR(2) MA (3)
model so its estimated equation is

)3(4248.)1(2233.1.3159)( MAARCPD 

)3(4527.)2(0134..1554)( MAARCPD 

iuqMApARcCPD  )()()( 



For checking the accuracy of forecasting we 

apply forecasting checks.

 RMSE (Root Mean Square Error)

 MAE (Mean Absolute Error)

 MAPE (Mean Absolute Percentage Error)

We select the model which has minimum RMSE, MAE, MAPE.



ARIMA(1,1,3)

ARIMA(2,1,3)



Comparison of Error 
ARIMA(1,1,3) & 
ARIMA(2,1,3)



Actual Vs Forecast graph 
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Residual Analysis
 In Box-Jenkins methodology residual of best fitted

model must be IID(Independent Identically Normally
Distributed). For justifying the assumption we make
its histogram & correlogram.



Histogram 



Correllogram



Conclusion
 In this study, a univariate time series model is selected by

using the data of the monthly coconut price from Pakistan Web
site. We apply Box-Jenkins methodology for forecasting the
monthly coconut price. By using the Line
Diagram, correlogram, ADF and PP Test we found that our data
is stationary at the 1st difference. After the estimation of
models, and by comparing the values of R square adjusted R
square AIC and SBC we conclude that ARIMA (1,1,3) and
(2,1,3) are very close to each other so we use both models for
forecasting purposes. After forecasting the values, we check the
accuracy by using MAE, MAPE, and RMSE. From the above
study, it is found that ARIMA (2,1,3) is more efficient than
ARIMA (1,1,3).


