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2.6.3 Generalized likelihood ratio tests

When a UMP test does not exist, we usually use a generalized likelihood ratio
test to verifyH0 : θ ∈ Θ⋆ againstH1 : θ ∈ Θ\Θ⋆. It can be used whenH0 is
composite, which none of the above methods can.

The generalized likelihood ratio test has critical regionR = {y : λ(y) ≤ a},
where

λ(y) =
maxθ∈Θ⋆ L(θ|y)

maxθ∈Θ L(θ|y)

is thegeneralized likelihood ratioanda is a constant chosen to give significance
levelα, that is such that

P (λ(Y ) ≤ a|H0) = α.

If we let θ̂ denote the maximum likelihood estimate ofθ and letθ̂0 denote the
value ofθ which maximises the likelihood over all values ofθ in Θ⋆, then we
may write

λ(y) =
L(θ̂0|y)

L(θ̂|y)
.

The quantitŷθ0 is called therestricted maximum likelihood estimate of θ under
H0.

Example2.38. Suppose thatYi ∼
iid

N (µ, σ2) and consider testingH0 : µ = µ0

againstH1 : µ 6= µ0. Then the likelihood is

L(µ, σ2|y) = (2πσ2)−
n
2 exp

{
− 1

2σ2

n∑

i=1

(yi − µ)2

}
.

The maximum likelihood estimate ofθ = (µ, σ2)T is θ̂ = (µ̂, σ̂2)T, whereµ̂ = y
andσ̂2 =

∑n
i=1(yi − y)2/n.

Similarly, the restricted maximum likelihood estimate ofθ = (µ, σ2)T underH0

is θ̂0 = (µ̂0, σ̂2
0)

T, whereµ̂0 = µ0 andσ̂2
0 =

∑n
i=1(yi − µ0)

2/n.
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Thus, the generalized likelihood ratio is

λ(y) =
L(µ0, σ̂

2
0|y)

L(µ̂, σ̂2|y)
=

(2πσ̂2
0)

−
n
2 exp

{
− 1

2σ̂2

0

∑n
i=1(yi − µ0)

2
}

(2πσ̂2)−
n
2 exp

{
− 1

2σ̂2

∑n
i=1(yi − y)2

}

=

(
σ̂2

σ̂2
0

)n
2

exp

{
n

∑n
i=1(yi − y)2

2
∑n

i=1(yi − y)2
− n

∑n
i=1(yi − µ0)

2

2
∑n

i=1(yi − µ0)2

}

=

{ ∑n
i=1(yi − y)2

∑n
i=1(yi − µ0)2

}n
2

.

Since the critical region isR = {y : λ(y) ≤ a}, we rejectH0 if

{ ∑n
i=1(yi − y)2

∑n
i=1(yi − µ0)2

}n
2

≤ a ⇒
∑n

i=1(yi − y)2

∑n
i=1(yi − µ0)2

≤ b,

wherea andb are constants chosen to give significance levelα. Now, we may
write

n∑

i=1

(yi − µ0)
2 =

n∑

i=1

{(yi − y) + (y − µ0)}2

=
n∑

i=1

(yi − y)2 + 2(y − µ0)
n∑

i=1

(yi − y) + n(y − µ0)
2

=

n∑

i=1

(yi − y)2 + n(y − µ0)
2.

So we rejectH0 if ∑n
i=1(yi − y)2

∑n
i=1(yi − y)2 + n(y − µ0)2

≤ b.

Thus, rearranging, we rejectH0 if

1 +
n(y − µ0)

2

∑n
i=1(yi − y)2

≥ c ⇒ n(y − µ0)
2

1
n−1

∑n
i=1(yi − y)2

≥ d,

wherec andd are constants chosen to give significance levelα, that is we can
write

α = P (λ(Y ) ≤ a|H0) = P

(
n(Y − µ0)

2

S2
≥ d|H0

)
,

whereS2 = 1
n−1

∑n
i=1(Yi − Y )2.
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To getd we need to work out the distribution ofn(Y −µ0)2

S2 under the null hypothesis.
ForYi ∼

iid
N (µ, σ2) we have

Y ∼ N

(
µ,

σ2

n

)

and so, underH0,

Y ∼ N
(

µ0,
σ2

n

)
and

√
n

(
Y − µ0

)
√

σ2
∼ N (0, 1).

This gives
n(Y − µ0)

2

σ2
∼ χ2

1.

Also
(n − 1)S2

σ2
∼ χ2

n−1.

Now we may use the fact that ifU andV are independent rvs such thatU ∼ χ2
ν1

andV ∼ χ2
ν2

, thenU/ν1

V/ν2

∼ Fν1,ν2
.

Here,U = n(Y −µ0)2

σ2 andV = (n−1)S2

σ2 . Hence, ifH0 is true, we have

F =
U/1

V/(n − 1)
=

n(Y − µ0)
2

S2
∼ F1,n−1.

Therefore, we rejectH0 at a significance levelα if

n(y − µ0)
2

s2
≥ F1,n−1,α,

whereF1,n−1,α is such thatP (F ≥ F1,n−1,α) = α.

Equivalently, we rejectH0 if
√

n(y − µ0)2

s2
≥ tn−1, α

2
,

that is, if ∣∣∣∣∣
y − µ0√

s2/n

∣∣∣∣∣ ≥ tn−1, α
2
.

Of course, this is the usual two-sidedt test.
�

It can be shown that all of the standard tests in situations with normal distributions
are generalized likelihood ratio tests.
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2.6.4 Wilks’ theorem

In more complex cases, we have to use the following approximation to find the
critical region. The result is stated without proof.

Theorem 2.9. Wilks’ theorem.
Assume that the joint distribution ofY1, . . . , Yn depends onp unknown parameters
and that, underH0, the joint distribution depends onp0 unknown parameters. Let
ν = p − p0. Then, under some regularity conditions, when the null hypothesis is
true, the distribution of the statistic−2 log{λ(Y )} converges to aχ2

ν distribution
as the sample sizen → ∞, i.e., whenH0 is true andn is large,

−2 log{λ(Y )} ∼
approx.

χ2
ν .

Thus, for largen, the critical region for a test with approximate significance level
α is

R = {y : −2 log{λ(y)} ≥ χ2
ν,α}.

�

Example2.39. Suppose thatYi ∼
iid

Poisson(λ) and consider testingH0 : λ = λ0

againstH1 : λ 6= λ0.

Then we have seen that no UMP test exists in this case. Now, thelikelihood is

L(λ|y) =
λ

∑n
i=1

yie−nλ

∏n
i=1 yi!

.

The maximum likelihood estimate ofλ is λ̂ = y and the restricted maximum
likelihood estimate ofλ underH0 is λ̂0 = λ0. Thus, the generalized likelihood
ratio is

λ(y) =
L(λ0|y)

L(λ̂|y)
=

λ
∑n

i=1
yi

0 e−nλ0

∏n
i=1 yi!

∏n
i=1 yi!

y
∑n

i=1
yie−ny

=

(
λ0

y

)∑n
i=1

yi

en(y−λ0).

It follows that

−2 log{λ(y)} = −2

{
ny log

(
λ0

y

)
+ n(y − λ0)

}

= 2n

{
y log

(
y

λ0

)
+ λ0 − y

}
.
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Here,p = 1 andp0 = 0, and soν = 1. Therefore, by Wilks’ theorem, whenH0 is
true andn is large,

2n

{
Y log

(
Y

λ0

)
+ λ0 − Y

}
∼ χ2

1.

Hence, for a test with approximate significance levelα, we rejectH0 if and only
if

2n

{
y log

(
y

λ0

)
+ λ0 − y

}
≥ χ2

1,α.

�

Example2.40. Suppose thatYi, i = 1, . . . , n, are iid random variables with the
probability mass function given by

P (Y = y) =

{
θj , if y = j, j = 1, 2, 3;
0, otherwise,

whereθj are unknown parameters such thatθ1 +θ2 +θ3 = 1 andθj ≥ 0. Consider
testing

H0 : θ1 = θ2 = θ3

against H1 : H0 is not true

We will use the Wilks’ theorem to derive the critical region for testing this hy-
pothesis at an approximate significance levelα.

Here the full parameter spaceΘ is two-dimensional because there are only two
free parameters, i.e.,θ3 = 1 − θ1 − θ2 and

Θ = {θ = (θ1, θ2, θ3)
T : θ3 = 1 − θ1 − θ2, θj ≥ 0}.

Hencep = 2.

The restricted parameter space is zero-dimensional, because under the null hy-
pothesis all the parameters are equal and as they sum up to 1, they all must be
equal to1/3. Hence

Θ⋆ =

{
θ =

(
1

3
,
1

3
,
1

3

)T
}

and sop0 = 0 (zero unknown parameters). That is the number of degrees of
freedom of theχ2 distribution isν = p − p0 = 2.

To calculateλ(Y ) we need to find the MLE(θ) in Θ and in the restricted spaceΘ⋆.
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MLE(θ) in Θ:
The likelihood function is

L(θ; y) = θn1

1 θn2

2 (1 − θ1 − θ2)
n3,

wherenj is the number of responses equal toj, j = 1, 2, 3. Then, the log-
likelihood is

l(θ; y) = n1 log(θ1) + n2 log(θ2) + n3 log(1 − θ1 − θ2).

For j = 1, 2 we have,

∂l

∂θj

=
nj

θj

+
n3

1 − θ1 − θ2

(−1).

When compared to zero, this gives

θ̂j

nj
=

θ̂3

n3
= γ.

Now, sinceθ̂1 + θ̂2 + θ̂3 = 1 we obtainγ = 1
n
, wheren = n1 + n2 + n3. Then the

estimates of the parameters areθ̂j = nj/n, j = 1, 2, 3.

The second derivatives are

∂2l

∂θ2
j

= −nj

θ2
j

− n3

θ2
3

∂2l

∂θjθi
= −n3

θ2
3

The determinant of the second derivatives is positive for all θ and the element∂
2l

∂θ2

1

is negative for allθ, so also for̂θ. Hence, there is a maximum atθ̂ and

MLE(θj) = θ̂j =
nj

n
.

MLE(θ) in Θ⋆:

L(θ; y) =

(
1

3

)n1
(

1

3

)n2
(

1

3

)n3

.

That isθ̂0 =
(

1
3
, 1

3
, 1

3

)T
. Now, we can calculateλ(y):

λ(y) =
L(θ̂0; y)

L(θ̂; y)
=

(
1
3

)n1
(

1
3

)n2
(

1
3

)n3

(
n1

n

)n1
(

n2

n

)n2
(

n3

n

)n3
=

(
n

3n1

)n1
(

n

3n2

)n2
(

n

3n3

)n3

.
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That is

−2 log{λ(y)} = −2
3∑

j=1

nj log

(
n

3nj

)
.

We rejectH0 at an approximate significance levelα if the observed sample be-
longs to the critical regionR, where

R =

{
y : 2

3∑

j=1

nj log

(
3nj

n

)
≥ χ2

2;α

}
.

�

2.6.5 Contingency tables

We now show that the usual test for association in contingency tables is a gen-
eralized likelihood ratio test and that its asymptotic distribution is an example of
Wilks’ theorem.

Suppose that we have anr×c contingency table in which there areYij individuals
classified in rowi and columnj, whenN individuals are classified independently.

Let θij be the corresponding probability that an individual is classified in row i
and columnj, so thatθij ≥ 0 and

∑r
i=1

∑c
j=1 θij = 1.

Then the variablesYij have amultinomialdistribution with parametersN andθij

for i = 1, 2, . . . , r andj = 1, 2, . . . , c.

Example2.41. In an experiment 150 patients were allocated to three groupsof
45, 45 and 60 patients each. Two groups were given a new drug atdifferent dose
levels and the third group received placebo. The responses are as follows:

Improved No difference Worse ri =
∑c

j=1 yij

Placebo 16 20 9 45
Half dose 17 18 10 45
Full dose 26 20 14 60
cj =

∑r
i=1 yij 59 58 33 N = 150

We are interested in testing the hypothesis that the response to the drug does not
depend on the dose level.

�
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The null hypothesis is that the row and column classifications are independent,
and the alternative is that they are dependent.

More precisely, the null hypothesis isH0 : θij = aibj for someai > 0 andbj > 0,
with

∑r
i=1 ai = 1 and

∑c
j=1 bj = 1, and the alternative isH1 : θij 6= aibj for at

least one pair(i, j) .

The usual test statistic is given by

X2 =
r∑

i=1

c∑

j=1

(Yij − Eij)
2

Eij

,

where

Eij =
RiCj

N
,

Ri =
∑c

j=1 Yij andCj =
∑r

i=1 Yij.

For largeN , X2 ∼ χ2
(r−1)(c−1) approximately whenH0 is true, and so we reject

H0 at the level of significanceα if X2 ≥ χ2
(r−1)(c−1),α.

Now consider the generalized likelihood ratio test. Then the likelihood is

L(θ|y) =
N !∏r

i=1

∏c
j=1 yij!

r∏

i=1

c∏

j=1

θ
yij

ij = A

r∏

i=1

c∏

j=1

θ
yij

ij ,

where the coefficientA is the number of ways thatN subjects can be divided in
rc groups withyij in theij-th group.

The log-likelihood is

ℓ(θ; y) = log(A) +
r∑

i=1

c∑

j=1

yij log(θij).

We have to maximize this, subject to the constraint
∑r

i=1

∑c
j=1 θij = 1.

Let Σ′ represent the sum over all pairs(i, j) except(r, c). Then we may write

ℓ(θ|y) = log(A) + Σ′yij log(θij) + yrc log (1 − Σ′θij) .

Thus, for(i, j) 6= (r, c), solving the equation

∂ℓ

∂θij
=

yij

θij
− yrc

1 − Σ′θij
=

yij

θij
− yrc

θrc
= 0
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yields θ̂ij/yij = θ̂rc/yrc = γ, say.

Since
∑r

i=1

∑c
j=1 θ̂ij =

∑r
i=1

∑c
j=1 yijγ = 1, we haveγ = 1/N , so that the

maximum likelihood estimate ofθij is θ̂ij = yij/N for i = 1, 2, . . . , r andj =
1, 2, . . . , c.

It follows that

ℓ(θ̂|y) = log(A) +
r∑

i=1

c∑

j=1

yij log
(yij

N

)
.

Now, underH0, we haveθij = aibj and so

ℓ(θ|y) = log(A) +

r∑

i=1

c∑

j=1

yij{log(ai) + log(bj)}

= log(A) +

r∑

i=1

ri log(ai) +

c∑

j=1

cj log(bj).

Now, we maximize this subject to the constraints
∑r

i=1 ai = 1 and
∑c

j=1 bj = 1.
That is, we maximize

ℓ(θ|y) = log(A) + Σ′ri log(ai) + rr log(ar) + Σ′cj log(bj) + cc log(bc)

= log(A) + Σ′ri log(ai) + rr log(1 − Σ′ai) + Σ′cj log(bj) + cc log(1 − Σ′bj).

Then,
∂ℓ

∂ai

=
ri

ai

− rr

ar

which, when compared to zero gives

ri

âi

=
rr

âr

or
âi

ri

=
âr

rr

= γ.

However,

1 =

r∑

i=1

âi =

r∑

i=1

riγ = Nγ.

Hence,γ = 1/N and so

âi =
ri

N
.

Similarly, we obtain the ML estimates forbj asb̂j = cj/N .
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Thus, the restricted maximum likelihood estimate ofθij underH0 is

θ̂0
ij = âib̂j =

ri

N

Cj

N
= eij/N

for i = 1, 2, . . . , r andj = 1, 2, . . . , c.

It follows that

ℓ(θ̂0|y) = log(A) +

r∑

i=1

c∑

j=1

yij log
(eij

N

)
.

Hence, we obtain

−2 log{λ(y)} = −2 log

{
L(θ̂0|y)

L(θ̂|y)

}
= −2{ℓ(θ̂0|y)−ℓ(θ̂|y)} = 2

r∑

i=1

c∑

j=1

yij log

(
yij

eij

)
.

Here,p = rc−1 andp0 = (r−1)+(c−1) = r+c−2, and soν = (r−1)(c−1).

Therefore, by Wilks’ theorem, whenH0 is true andN is large,

2
r∑

i=1

c∑

j=1

Yij log

(
Yij

Eij

)
∼

approx.
χ2

(r−1)(c−1).

The test statisticsX2 and−2 log{λ(y)} are asymptotically equivalent, that is,
they differ by quantities that tend to zero asN → ∞.

To see this, first note thatyij − eij is small relative toyij andeij whenN is large.

Thus, sinceyij = eij + (yij − eij), we may write (by Taylor series expansion of
log(1 + x) aroundx, cut after second order term)

log

(
yij

eij

)
= log

(
1 +

yij − eij

eij

)
≃ (yij − eij)

eij
− 1

2

(yij − eij)
2

e2
ij

.

Hence, we have

yij log

(
yij

eij

)
≃ {eij + (yij − eij)}

{
(yij − eij)

eij
− 1

2

(yij − eij)
2

e2
ij

}

≃ (yij − eij) +
1

2

(yij − eij)
2

eij
.
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Since
∑r

i=1

∑c
j=1(yij − eij) = 0, it follows that

−2 log{λ(y)} ≃
r∑

i=1

c∑

j=1

(yij − eij)
2

eij

.

So we now see why we use theX2 test statistic.

Example2.42. continued.
Now we will test the hypothesis from the previous example. The table ofeij values
is following

Improved No difference Worse
Placebo 17.7 17.4 9.9
Half dose 17.7 17.4 9.9
Full dose 23.6 23.2 13.2

This gives

X2
obs. =

r∑

i=1

c∑

j=1

(yij − eij)
2

eij

= 1.417.

The critical value isχ2
4;0.05 = 9.488, hence there is no evidence to reject the null

hypothesis saying that the different responses are independent of the levels of the
new drug and placebo.

We obtain the same conclusion using the critical region derived from the Wilks’
theorem, which is

R =

{
y : 2

r∑

i=1

c∑

j=1

yij log

(
yij

eij

)
≥ χ2

ν;α

}
.

Here

2
r∑

i=1

c∑

j=1

yij log

(
yij

eij

)
= 1.42.


