Hypothesis 

Hypothesis is a tentative statement to explain an observation, phenomenon, or scientific problem that can be tested by further investigation. This means a hypothesis is the stepping stone to a soon-to-be proven theory. For a hypothesis to be considered a scientific hypothesis, it must be proven through the scientific method. Like anything else in life, there are many paths to take to get to the same ending. Let's take a look at the different types of hypotheses that can be employed when seeking to prove a new theory.
Sometimes, it is very difficult to start a research without having a valid foundation. Hence, the research builds a logical relationship between various phenomena to start working on the research. This logical relationship is relevant to the theme of the research. This logical relationship between various phenomena is called a hypothesis. This logical relationship or testable assumption gives a direction to the research, specifies the focus of the research and helps in framing research techniques. For instance, a researcher, working on a topic ‘Discrimination against Women in a Rural Society’, will construct the following hypotheses:
· Higher the illiteracy in a society, higher will be the discrimination against the women
· Higher the patriarchy in a society, higher will be the discrimination against the women
· Higher the traditional practices in a society, higher will be discrimination against the women
Similarly, a researcher working on a topic ‘Extent of Use of Family-Planning Practice in an area’ will devise the following hypothesis:
· Higher the standard of education, higher will be the use of family-planning practice.
· Higher the availability of family-planning services, higher will be the use of family planning practice.
Higher the standards of living, higher will be the use of family-planning practice
Definitions;
“A hypothesis is a tentative relationship between two or more variables which direct the research activity to test it”
“A hypothesis is a testable prediction which is expected to occur. It can be a false or a true statement that is tested in the research to check its authenticity”

“It is a tentative statement about which the validity is not known”
Characteristics of Hypothesis/ Parameters of a Good Hypothesis

1. Empirically Testable
2. Simple and Clear
3. Specific and relevant
4. Predictable
5.Manageable

Importance of Hypothesis

1.  It gives a direction to the research.
2.  It species the focus of the researcher.
3.  It helps in devising research techniques.
4.  It prevents from blind research.
5.  It ensures accuracy and precision.
6.  It saves resources – time,money and energy.

TYPES OF HYPOTHESIS

The types of hypotheses are as follows:
1. Simple Hypothesis
2. Complex Hypothesis
3. Working or Research Hypothesis
4. Null Hypothesis
5. Alternative Hypothesis
6. Logical Hypothesis
7. Statistical Hypothesis
Simple Hypothesis
A simple hypothesis is a hypothesis that reflects a relationship between two variables – independent and dependent variable. Examples:
· Higher the unemployment, higher would be the rate of crime in society.
· Lower the use of fertilizers, lower would be agricultural productivity.
· Higher the poverty in a society, higher would be the rate of crimes.
Complex Hypothesis
A complex hypothesis is a hypothesis that reflects relationship among more than two variables. Examples:
· Higher the poverty, higher the illiteracy in a society, higher will be the rate of crime (three variables – two independent variables and one dependent variable)
· Lower the use of fertilizer, improved seeds and modern equipments, lower would be the agricultural productivity (Four variable – three independent variables and one dependent variable).
· Higher the illiteracy in a society, higher will be poverty and crime rate. (three variables – one independent variable and two dependent variables)
Working Hypothesis
A hypothesis, that is accepted to put to test and work on in a research, is called a working hypothesis. It is a hypothesis that is assumed to be suitable to explain certain facts and relationship of phenomena. It is hoped that this hypothesis would generate a productive theory and is accepted to put to test for investigation. It can be any hypothesis that is processed for work during the research.

Alternative Hypothesis
If the working hypothesis is proved wrong or rejected, another hypothesis (to replace the working hypothesis) is formulated to be tested to generate the desired results – this is known as an alternate hypothesis. As the name mentions, it is an alternate assumption (a relationship or an explanation) which is adopted after the working hypothesis fails to generate required theory. Alternative Hypothesis is denoted by H1.

Null Hypothesis
A null hypothesis is a hypothesis that expresses no relationship between variables. It negates association between variables. The variables are not correlated and have no relationship.
Examples:
· Poverty has nothing to do with the rate of crime in a society.
· Illiteracy has nothing to do with the rate of unemployment in a society.
A null hypothesis (H0) exists when a researcher believes there is no relationship between the two variables, or there is a lack of information to state a scientific hypothesis. This is something to attempt to disprove or discredit.

· There is no significant change in my health during the times when I drink green tea only      or root beer only.

Statistical Hypothesis
A hypothesis, that can be verified statistically, is known as a statistical hypothesis.
It can be any hypothesis that has the quality of being verified statistically. It means using quantitative techniques, to generate statistical data, can easily verify it. It can also be said that the variables in a statistical hypothesis can be transformed into quantifiable sub-variable to test it statistically.

Logical Hypothesis
A hypothesis, that can be verified logically, is known as a logical hypothesis.
It is a hypothesis expressing a relationship whose inter-links can be joined on the basis of logical explanation. It is can be verified by logical evidence. Being verified logically does not necessarily mean that it cannot be verified statistically. It may or may not be verified statistically but it can be verified logically.
Directional Hypothesis 
 Directional Hypothesis predicts the direction of the relationship between the independent and dependent variable. It is based on established theory.

Example- High quality of nursing education will lead to high quality of nursing practice skills.  Girls ability of learning moral science is better than boys.

Non Directional Hypothesis 
 Non -directional Hypothesis predicts the relationship between the independent variable and the dependent variable but does not specific the directional of the relationship. It is used when there is insufficient scientific basis for the prediction. Example
 • Teacher student relationship influence student’s learning.
 • There is no significant difference between 9th class boys and girls abilities of learning     moral values.

Casual Hypothesis 
Causal Hypothesis predicts a cause and effects relationship or interaction between the independent variable and dependent variable. • This hypothesis predicts the effect of the independent variable on the dependent variable

Associative Hypothesis 
 Associative Hypothesis predicts an associative relationship between the independent variable and the dependent variable. When there is a change in any one of the variables, changes also occurs in the other variable
Concept 

Concept is a mental image or perception and therefore it is highly subjective. Measurability is the main difference between concept and variable. For instance democracy is a concept and in order to measure it, democracy has to be converted into variables like election, voting etc. 
Variable 
Variable is a concept that varies in values. Variable is anything that has a quantity or quality that varies. 
According to Kerlingers; a variable is a property that takes on different values.

According to Black and Champion; variable is a rational unit of analysis that can assume any one of a number of designated set of values. 
Independent variable 

Independent variable is a variable believed to affect the dependent variable. The cause variable or one that identifies forces or conditions that act on something else is the independent variable. 
Dependent variable 

The variable that is the effect or is the result or outcome of another variable is called dependent variable. 
Moderating variable/Control variable 

A moderating variable is one that has a strong contingent effect on the independent variable-dependent variable relationship. The presence of third variable modifies the original relationship between the independent and dependent variable. For example a strong relationship has been observed between the quality of library facilities and the performance of students. In this interest or inclination is moderating variable. For instance, a theory of suicide states that married people are less likely to commit suicide than single people. The assumption is that married people have greater social interaction and sense of belongingness. Thus this theory can be restated as a three variable relationship; marital status (independent variable) causes the degree of integration (intervening or moderation variable) which affects suicide (dependent variable). 

Continuous variable 

A continuous variable can take on any score or value within a measurement scale. It can be divided into fractions and it can take infinite number of values.  Familiar types of continuous variables are income, temperature, height, weight, and distance. A continuous variable is a variable that has an infinite number of possible values. In other words, any value is possible for the variable.

A continuous variable is the opposite of a discrete variable, which can only take on a certain number of values.

A continuous variable doesn’t have to have every possible number (like -infinity to +infinity), it can also be continuous between two numbers, like 1 and 2. For example, discrete variables could be 1, 2 while the continuous variables could be 1, 2 and everything in between: 1.00, 1.01, 1.001, and 1.0001. 
Discontinuous or discrete variables

Any variable that has a limited number of distinct values and which cannot be divide into fractions is a discrete variable. Such a variable is also called categorical or dichotomous variable. E.g. employed and unemployed and male and female etc. 
Quantitative Research 
The quantitative research collects quantitative data - numerical or statistical data. The researcher use tools suitable for collection of numerical or statistical data such as a close-ended questionnaire. The aim of the quantitative research is to collect data which can be quantified and measured in numbers or units.
The quantitative research aims to answers questions such as how many, how much, how often etc.
Qualitative Research 
The qualitative research collects qualitative data – reasons, ideas, assumptions, opinions, statements, qualities and textual facts. It gathers descriptive or theoretical data which is non-numerical in nature. Though the data helps in explaining a phenomenon, but the data cannot be measured or quantified in numbers. It uses tools suitable for collection of qualitative data such as open-ended questionnaire, interview, and observation and group discussions. The qualitative research answers questions such as why, what, how etc.

Understanding the difference with the help of examples
It is very important to understand the difference between quantitative and qualitative research. The difference in quantitative and qualitative research depends on following two aspects of the research:
1. Aim of the inquiry – quantitative data or qualitative findings
2. Type of inquiry – structure or unstructured process 
Aim of Inquiry: The aim of the inquiry, to generate quantitative or qualitative findings, determines the nature of research as quantitative or qualitative. For example, if a researcher is working on the issue of Domestic Violence in an area. If he wants to know the "extent of domestic violence in the area", he will require statistical data to know the extent of the domestic violence in the area. It will be a quantitative research.
On the other hand, if the research wants to know "the causes of domestic violence in the area", he will require qualitative data (e.g. opinions, reasons, theoretical statements) to know the causes domestic violence in the area.It will be a qualitative research. 
Type of inquiry – structured or unstructured process: The quantitative research follows a structured process for the collection of quantitative data. Hence, the researcher will use a structured (close-ended) questionnaire, to collect response which can be quantified or measured. A close-ended questionnaire has responses already prescribed by the researcher. As the respondent has to choose a response from the given responses, the data collected from all respondents remains same and can be quantified using a common scale.
On the other hand, the quantitative research follows an unstructured process for the collection of quantitative. The researcher may use an unstructured or an open-ended questionnaire having empty spaces for responses. The respondent fills in open-ended questionnaire having empty spaces according to his own choice, the collected descriptive data serves as qualitative data. Due to the difference in responses by different respondents, all the responses may not be easily quantified using a common scale. Similarly, the researcher may use unstructured interview for data collection, where the responded is free to answer according to his own choice.

Differences between Quantitative and Qualitative Research
The differences in quantitative and qualitative research are as follows: 
	Quantitative Research
	Qualitative Research

	It collects quantitative data - e.g. numerical or statistical data.
	It collects qualitative data – e.g. ideas, statements, reasons, characteristics, qualities


	It answers questions such as how many, how often, how much etc
	It answers questions such as what, why, how, etc.


	It uses questionnaire, survey, and structured interview-schedule as tools of data collection.

	It uses interview, observation or focused-group
discussion as tools of data collection.


	The quantitative data is analyzed in terms of percentages, frequencies, numerical comparisons, graphs and tables
showing statistic values.

	The qualitative data is analyzed by discovering
the patterns of changes, causal relationship, or
themes in the data.


	The final findings are reported in the form of statistical information.

	The final findings are reported in the form of
descriptive information.



Mixed-Method Research 

The researchers have been using either a quantitative or a qualitative method in research for years. But nowadays, the mixed-method research is gaining popularity – e.g. to use both quantitative and qualitative method in a same research. It is true that some aspects of a problem may be better explored by quantitative method while other aspects of the problem may be better explored by qualitative method. Hence, the researchers nowadays prefer to use both quantitative and qualitative method in a same research to have a complete picture of the problem. It is known as mixed-method research approach. In mix method research, the findings derived from quantitative and qualitative methods are integrated to address the weaknesses of both methods and to have a complete exploration of the problem.
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